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M. TECH. IN COMPUTERENCE AND ENGINEGR

Department of Computer Science & Engineering

Curriculum for M.Tech . in Computer Science & Engineering

First Semester

Sl. Sub. Subject L-T-P | Credits | Hours
No. | Code
1 CS1001 | Founddions of Computing Science 3-1-0 4 4
2 CS1002 | Advanced Algorithms 3-1-0 4 4
3 CS1003 | Distributed System 3-1-0 4 4
4 CS1004 | Al & Machine Learning 3-1-0 4 4
5 CSO0XX Electivel 3-0-0 3 3
6 CS1051 | Advancel Computing Lab | 0-0-6 3 6
TOTAL 22 24
Second Semester
Sl. No. | Sub. Subject L-T-P | Credits | Hours
Code
1 CSO0XX | Electivell 3-0-0 3 3
2 CSO0XX | Electivelll 3-0-0 3 3
3 CO0XX | ElectivelV 3-0-0 3 3
4 CO0XX | ElectiveV 3-0-0 3 3
5 CO0XX | Elective-VI 3-0-0 3 3
6 CS2051 | Advancal Computing Lab 2 0-0-6 3 6
7 CS2052 | Mini Project with Seminar 0-0-6 3 6
TOTAL 21 27
Third Semester
Sl. No. | Sub. Subject L-T-P | Credits | Hours
Code
1 XX907X | Audit Lectures/ Workshops 0-0-0 0 2
CS3051 | Dissertatiori | 0-0-24 12 24
2 CS3052 | Seminafi Non-Project/Evaluation of 0-0-4 2 4
Summer Training
TOTAL 14 30
Fourth Semester
Sl. No. | Sub. Subject L-T-P | Credits | Hours
Code
1 CS4051 | Dissertatiori Il/Industrial Project 0-0-24 12 24
2 CA052 Project Seminar 0-0-4 2 4
TOTAL 14 28
Total Program Credit 70 109
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M. TECH. IN COMPUTERENCE AND ENGINEGR

LIST OF ELECTIVES (for M.Tech in Commuter Science & Engineering)

Poolil (General Elective)

C0011 Semantic Web and Linked Data Engineering 3-0-0 3
csoaz Digital Image Processing 3-0-0 3
CcSsoas3 Information & Coding Theory 3-0-0 3
CS9a4 Advanced Optimization &chniques 3-0-0 3
CSsoas Mathematical Programming 3-0-0 3
CS9a6 Quantum Information and Computing 3-0-0 3
csoav Cellular Automata 3-0-0 3
CS9a8 | Advanced DBMS 3-0-0 3
CS9a9 Advanced Software Engineering 3-0-0 3
CS9@0 Ethics, Society and Computer Science 3-0-0 3
Poolill (Networks and Systems)

CS9@1 | Optical Networks 3-0-0 3
CS9@2 | Optical and Wireless Communication 3-0-0 3
CS9@3 | Wireless Networks & Mobile Computing 3-0-0 3
CS9®@4 | Smartphone Computing 3-0-0 3
CS9®@5 | High Performance Computing 3-0-0 3
CS9®@6 | WirelessAd Hoc and Sensor Networks 3-0-0 3
cso@7 Basics of 10T and Applications 3-0-0 3
CS9@®@8 | Cloud Computing 3-0-0 3
Poolilll (Data Science¥

CS9o@9 Data Warehousing 3-0-0 3
CS9®0 Data Mining 3-0-0 3
CS9®1 Big Data Analytics 3-0-0 3
CS9®2 Big Data Modelling and Management 3-0-0 3
CS9®B3 Statistical Learning for Data Science 3-0-0 3
CS9®B4 Business Process Modelling & Analysis 3-0-0 3
CS9®B5 Time Series Analysis 3-0-0 3
CS9B6 Complex Network Theory 3-0-0 3
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M. TECH. IN COMPUTERENCE AND ENGINEGR

Pool i1V (Al & ML)

CS9®B7 | Soft Computing Techniques 3-0-0 3
CS9(®B8 Pattern Recognition 3-0-0 3
CS9®B9 Bio-Medical Signal and Image Processing 3-0-0 3
CS9(0 | Applied Al 3-0-0 3
Ccsaal Introduction 6 Cognitive Computing 3-0-0 3
CS9(2 | SpeeclProcessing 3-0-0 3
CSom3 Knowledge Based System Engineering 3-0-0 3
CSo4 Natural Language Processing 3-0-0 3
CS9M5 | Deep Learning 3-0-0 3
CS9al6 Deep Learning for Image Processing 3-0-0 3
C0047 | Information Retrieval 3-0-0 3
CSaa18 Human Activity Recognition 3-0-0 3
PooliV (Computer Security)

CS9(®1 | Foundations o€ryptography 3-0-0 3
C0052 | Cryptology and Cryptanalysis 3-0-0 3
C39053 | Biometrics 3-0-0 3
CP0H4 | Information and System Security 3-0-0 3
CO0% | Secure Multiparty Computation 3-0-0 3
C0V0% | Digital Forensics 3-0-0 3
C39057 | Cyber Security 3-0-0 3
C0058 | Hardware Security 3-0-0 3
CS9(®9 | Blockchain Technology and its Applications 3-0-0 3
Pooli VI (Software and Systemp

CS9®m1 Business Process Management in Software Science| 3-0-0 3
C00&2 Ontology Engineering 3-0-0 3
CPV063 | SoftwareTesting 3-0-0 3
CO04 Software Project and Quality Management 3-0-0 3
C30065 Cloud Computing 3-0-0 3
CS0066 Software Architectures 3-0-0 3
CS9®7 | Agent based Systems 3-0-0 3
CS9®8 ServiceOriented Systems 3-0-0 3
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M. TECH. IN COMPUTERENCE AND ENGINIEGR

Pooli VIl (Algorithms)

CSorl Game Theory and its Applications 3-0-0 3
CS902 Randomized Algorithms 3-0-0 3
CSaou3 Computational Geometry 3-0-0 3
CS904 | Computability Theory 3-0-0 3
CS9w5 Approximate Algorithms 3-0-0 3
CS9Uu6 Computational Complexity Theory 3-0-0 3
CSou7 Computational Number Theory 3-0-0 3
CS9U8 Data Stream Algorithms 3-0-0 3
CS9(9 | Online Algorithms 3-0-0 3
CS9®0 Algorithmic Mechanism Design 3-0-0 3
CS9®1 | Theory of Parallel Systems 3-0-0 3
CS9ms2 Complex Network Theory 3-0-0 3
CS93 Advanced Graph Theory 3-0-0 3
Pooli VIII (Architecture and Hardware Design)

CS9®1 | CAD for VLSI 3-0-0 3
CS9®2 | Cyber Physical Systesn 3-0-0 3
CS9®3 Advanced Computer Architecture 3-0-0 3
CS9®4 | Testing and Verification of Digital Circuits 3-0-0 3
CS9®5 HardwareSecurity 3-0-0 3
CS9®6 Embedded System Design 3-0-0 3
C0097 | High Performance Computing 3-0-0 3
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M. TECH. IN COMPUTERENCE AND ENGINEGR

DETAILED SYLLABUS

Department of Computer Science & Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CS1001 | Foundation of PCR 3 1 0 4 4
Computer Science

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmg
(EA)

CSC301 (Discrete Mathematic{ CT+EA

Course 1 To help the student to gain the ability to use some of the fundamental methods of
Outcomes mathematics in Computer Science.
I To use these methods in a variety of -fielils of computer science ranging frg
complexity theoryalgorithms, machine learning, computer networks etc.
1 Touse logical notation to define and reason mathematically about the fundamen
types and structures (such as numbers, sets) used in computer algorithms and sy
I To construct complete formalgwfs/arguments for a mathematical statement (theor
f To understand the most important principles in design of computer har
architectures in modern computer systems.
Topics Mathematics
Covered Proof Techniques: Non-constructive progfproof by contradiction, contrapositive proofs, Proof

Mathematical Induction Coloring problem on line intersection graph, Well ordering princi
Pigeonhole principle, Ramsey numb&enerating FunctionsCounting with Generating Function
PartialFractions (6)

Introduction to Counting: r-Combination with repetition alloweid Counting iterations of a loop,
Number of integal solutions of an equation; Catalan Numb8tack Permutation, Valid
parenthesization, number of monotonic Manhattan paths, Convex polygon triangulation.

Probability: Probability Spaces with Examples, Basic Rules of Probability, Uniform Probability
Spaces, The Birthday Paradox, Throwing Balls into Boxes;Big Box Problem, The Monty Hall
Problem; Conditional Probability, Rolling a Die; The Law of Total Probability, Flipping a Coin g
Rolling Dice, Independent Events, Rolling Two Dice, Pairwise and Mutually Independent Ever,
Describing Events by Logic&ropositions Flipping a Coin and Rolling a Die, Flipping Coins, Th
Probability of a Circuit Failing; Infinite Probability Spaeésfinite Series, Who Flips the First
Heads, Who Flips the Second Heads; Random Variables, Flipping Three Coins, Randibie¥ar
and Events, Independent Random Variables, Distribution Functions, Expected Values, Comp
the Expected Values of Comparable Random Variables, Linearity of Expectation, The Geome
Distribution and its Expected Value, The Binomial Distributiamd &s Expected Value, Indicator
Random Variables, Largest Elements in Prefixes of Random Permutations, Expected number
swaps on random input in the Inserti®art Algorithm (20)

Optimization: Fundamentals, Applications of optimization, Statement of an optimization prol
Classification of Optimization problems, Optimization techniques, Linear Programming Pr
(LPP) formulation, NonLinear Programming Problem (NLRRyrmulation, local andlgbal optima,
Concave and Convex functions, Unconstrained and Constrained NLPP, Modeling optim
problems in SAT and SMT. (14)

Computer Architecture &Organizations:

PROCESSOR AND CONTROL UNIT: A Basic MIPS implementation Building a Data patfi
Control Implementation ScheniePipeliningi Pipelined data path and contfoHandling Data
Hazards & Control HazardsExceptions.

(10)
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M. TECH. IN COMPUTERENCE AND ENGINEGR

MEMORY & /O SYSTEMS: Memory Hierarchyi memory technologie$ cache memoryi
measuring and improving cache performaincei r t u a | m e imAceessing /O IDévites
Interrupts. (5)
PARALLELISIM: Parallel processing challenge§ | y nn 6 s c il SISDsMIMD, SIMDO, i
SPMD, and Vector Archétctures Hardware multithreading Multi-core processors and other
Shared Memory Multiprocessairdntroduction to Graphics Processing Units, Clusters, Warehou
Scale Computers and other Mess&gessing Multiprocessors. (6)

Text Books, | Text Books:

and/or 1. C.L. Liu, Elements of Discrete Mathematics, Tata McGraw Hill

reference 2. Norman L. Biggs, Discrete Mathematics, Oxford
material 3. Douglas B. West, Introduction to Graph Theory, Prentice Hall, India
4. G. Strang, Linear Algebra and Its Applications, Cengage Learning
5. S. S. Rao, Engineering Optimization: Theory and Practice, New Age International.
6. Sheldon Ross, A First course in Probabilityniversity of Southern California, Pears
Education
7. David A Patterson, John L. Hennessy: Computer Architecture: A Quantitative Approach
Reference Books:
1. Ronald L. Graham, Donald E. Knuth, and O. Patashnik, Concrete Mathematics,
Pearson Education
2. Ronald L. Rardin, Optimizatipon in Operations Research, Pearson
3. JohnP. Hayes: Computer Architecture and Organization
Department of Computer Science and Engineering
Course Title of the course| Program Core Total Number of contact hours Credit
Code (PCR) / Electives Lecture | Tutorial | Practical | Total
(PEL) (L) (M (P) Hours
CS1002 Advanced PCR 3 1 0 4 4
Algorithms

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmet
(EA))

Some course on Algorithms anq CT+EA
Data structures, Discrete

mathematics, Probability.

Course 0 COl: Carhave the efficiency in the complexity analysis of the algorithms.
Outcomes 0 CO2: Detecting and applying the algorithmic structures in many different fiel
engineering.
0 CO3: Will have the knowledge for state of the art development in the fie
algorithms.
Topics Introduction to Algorithm 1 Motivations, Asymptotic notations, solution to recurrel
Covered relations, Amortized running time complexity. (6)

Parallel Algorithms i (a) Motivation for parallel algorithm, Parallel addition, Para
implementation of Quick sort, Energy complexity of parallel algorithnBerivation of
asymptotic energy complexities of parallel algorithms, Analysis of parallel algorifbin
Selection prblem - Sequential selection, Parallel selection on EREW SM SIMD maq
and its analysig(c) Searching problem Parallel search implementation of Kary search
and its analysis(d) Graph algorithms- Parallel formulation for finding Connecte
componets of a graph, finding Maximum Independent Set of a grapparallel
implementation. (12)

Advanced Data Structuresi van Emde Boas Trees, Augmented Data structure, H
hitters problemBloom filters and CourMin sketch . (6)

Network Flow - Flow networks, Augmenting paths, Fefeulkerson Algorithm, Edmond
- Karp algorithm, Max flow mircut theorem, Pustelabel algorithm, Maximum bipartit
matching, Some applications of network flow. (6)
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M. TECH. IN COMPUTERENCE AND ENGINEGR

Randomized Algorithm- Las Vegas and Monte Carlalgorithms, Five essentig
mathematical tools for Randomized algorithms: Linearity of expectation, Markov ineq
Chebyshev's inequality, Chernoff bound, and Union bound with examples to Rand(
algorithm design. Examples and analysis of: Randetntuick Sort, Min Cut problem, ar
Skip list. (6)
Online Algorithms: Overview, Online scheduling and online Steiner tree, Online Bipa
matching,Online learning and multiplicative weights algorithm. (6)

NP- Completeness Classes of P, NP, NRard, NRComplete, CeNP; Reduction ; Cook'’
Theorem, SAT, NRCompleteness proof of different problems: CLIQUE, VERTEX COV
INDEPENDENT SET, SET COVER. (6)

Approximation Algorithms - Constant factor approximation algorithm: VERTEX COVI
and TSP; Christofidesgdrithm on TSP with 1.5 approximation factor; SEDVER problem
with log n factor approximation algorithm; PTAS and FPTAS, Linear programs
approximation algorithms. (8)

Text Books, | Text Books:
and/or 1. Rajeev Motwani andPrabhakar Raghavan, Randomized Algorithm% Edition,
reference Cambridge University press, Cambridge, MA, 1995.
material 2. Thomas H. Cormen, Charles Leiserson, Ronald Rivest, and Clifford
Introduction to Algorithms. 3rd ed. MIT Press, 200BMN 9780262033848.
3. S. G. Akl, The Design and Analysis of Parallel Algorithms, Pretelg 1989.
4. M. J. Quinn, Designing Efficient Algorithms for Parallel Computers, McGraw Hill Hi
Education, 1987, ISBN: 978070510715.
5. J. Kleinberg and E.ardos, Algorithm DesigrRearson.
6. D. V. Williamson and D. B. Shmoys, The Design of Approximation Algorith
Cambridge University Press.
7. S. Arora and BBarak Computational Complexity: A Modern Approach, Cambrig
University Press.
ReferenceBook/Lecture Notes:
1. Dimitri P. Bertsekas and John N. Tsitsiklis, Introduction to Probabilit§dition, Athenal
Scientific, July 2008.
2. M. Mitzenmacher and E. Upfal, Probability and Compuitng: Randomized Algorithm
Probabilistic AnalysisCambridge University Press.
3. T. Roughgarden, CS261: A Second Course in Algorithms (Stanford University), 20
4. T. Roughgarden, CS168: Modern Algorithmic Toolbox (Stanford University), 2017
Department of Computer Science & Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CS1003 | Distributed PCR 3 1 0 4 4
Systems
Prerequisites Course Assessment methods (Continuous @if)end assessment
(EA)
Operating Systems, CT+EA

Computer networks,
Algorithm Design.

Course
Outcomes

T CO1: To explain the paradigm of distributed computing.
T CO2: To explore various existing and possible architectures of distributed systel
1 CO3: Toproperly appreciate the issues that arise in distributed systems and ¢
solutions for the problems.
1 CO4: To fully appreciate the advantages to be obtained from a distributed envirg
wrt fault tolerance, load sharing etc.
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M. TECH. IN COMPUTERENCE AND ENGINEGR

Topics
Covered

Introduction to Distributed Systems. Motivations. Design Iss{#s.

Message Passing, Buffering Techniques, Synchronization in Message Passing. (2)
Group Communication, Ordered Message Delivery. (2)

Remote Procedure Calls (RPC). (2)

Clocks in a Distribted System. Synchronization Issues. Logical Clocks. Cg
relationships. Vector Clocks. (3)

Distributed State Detection. Global State. Consistent Cut. Global State recording alg
(4)

Termination Detection. Credit based algorithm. Diffusion @atation based algorithm. (4
Distributed Mutual Exclusion. Token based and-tmken based algorithms. (4)
Deadlocks in Distributed Systems. Resource allocation Models. Deadlock Prev
Deadlock Avoidancé Safe states. Deadlock detection and CaiwacPhantom Deadlocky
Centralized, Distributed and Hierarchical deadlock detection algoritt@hs
Fault Tolerance. Classes of Faults. Byzantine faults and Agreement Protocols. Disl
Commit Protocols. phase commit.-phase commit. Election Algahms. Bully algorithm.
Ring topology algorithm. Fault recovery. Backward and Forward recovery. Log
recovery. Checkpoints. Shadow paging. Data Replication. Quorum Algoriti{&)s
Distributed File systems. Mechanisms. Stateful and Stateless senadedil®g. Naming
and Name Servers. (5)

Distributed Scheduling. Load Balancing. Load Estimation. Stability. Process Migr
Binding. (3)

Distributed Shared Memory. (2)

Cloud Computing Architecture and Service Models. Security Issues. (3)

Distributed Constrained Optimization (DCOP). (2)

Text Books,
and/or
reference
material

Text books
1. Advanced Concepts in Operating Systems. Singhal and Sivaratri. McGraw H

Refenence Books:

Operating Systems : A Concept Based Approach. DhamdiMa&raw Hill.
Distributed Operating Systems : Concepts and Design. P.K.Sinha. Prentice H
Distributed Operating Systems. A.Tanenbaum. Pearson Education.

Distributed Systems : Concepts and Design. Coulouris et.al. Pearson Educat

PR

Department oComputer Science and Engineering

Course | Titl

Code course (PCR)/ Lecture| Tutorial | Practical| Total

e of the Program Core| Total Number of contact hours Credit

Electives (L) (T) (P) Hours
(PEL)

CS1004 | Al & Machine PCR 3 1 0 4 4
Learning

Prerequisites

Course Assessment methods (Continuous evaluation (CE) an
assessment (EA))

Basic Concepts of CE+EA
Probability and Statistics.

Course T CO1: Finding problems that canot
Outcomes | ¢ CO2: Different types ofearning methods like Regression and Classificatior
1 CO3: Machine learning algorithms like ANN, SVM and Decision Tree etc.
1 CO4: Deep Learning Methodologies like CNN, RNN and Reinforcement
Learning.
Topics Introduction to Al and ML : (2)
Covered
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What is Intelligence Reasoning and Planning, Learning and Adaptation,
interaction with the real worldf brief history of Al, Application areas of Al, Stat
of the art.

Problem solving by search(6)
Problem types, lllustrative search problems; Search Sgaeech tree; BFS, DFS
UCS, Completeness, optimality; Lookup tables. Greedy search, Local searc
climbing; Heuristics; A* search; Admissibility and consistency of heuristics, G
trees; Minimax search; AlpHaeta pruning; Genetic algorithms;
Knowledge Representation and Reasoning)

Propositional vs Predicate Logic, Reasoning Mechanism; Resolution and Th
proving, Semantic Nets,
Probabilistic Reasoning(6)

Bayes Theorem, Bayesian Inference
Fuzzy Logic(3)

Fuzzy Systems and Reasoning
Neural Network (4)

Neurons and PerceptrgnBerceptron learning algorithm, FFN, Gradient desg
Backpropagation algorithm and MLP;

Supervised learning(10)

Decision Tree, Linear and Logistic Regressions, GLM and SoftMax Regre
Gaussian discriminant analysis, Naive Bayes Classifier, Support vector machi
NN.

Ensemble methodg2)

Baggingand boosting, Random forest, Ada Boost.

Unsupervised learning(7)

Clustering. kmeans, EM, Mixture of Gaussians, Factor analysis, PCA (Prin
components analysis), ICA (Independent components analysis).
Reinforcement learning and control(4)

MDPs. Bellman equations, Value iteration and policy iteration, Linear quad
regulation (LQR), LQG, Qearning. Value function approximation.

Deep Learning(3)

Basics of CNN and RNN.

Ethico-moral issues in Al and ML (3)

Algorithmic bias and Fairnesssues, Moral issues in autonomous and intellig
systems, Narrow (or Weak) Al and General (or Strong) Al, Weaponization of 4

Text Books,
and/or
reference
material

Text Books:

1. Atrtificial intelligence: AModern ApproachStuart Russell, Peter Norvig,
Prentice Hall, Fourth edition, 2020

2. Machine Learning Tom M. Mitchell (TMH)

3. Applied Machine LearningVl. Gopal, McGraw Hill Education

4. Class Notes andideo Lectures Prof. Andrew Ng, Stanford University
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M. TECH. IN COMPUTERENCE AND ENGINEGR

Department of Computer Science and Engineering

Course| Title of the Program Total Number of contact hours Credit
Code| course Core(PCR) /
Electives (PEL) | Lecture | Tutorial | Practical | Total
(L) (T) P) Hours
Cslo Advanced Laboratory 0 0 6 6 3
o1 Computing
Lab -1

Prerequisites

Course Assessment methods (Continuous (CT) and end
assessment (EA))

Basicsof

Algorithms

and data structures,
computer Networks and
Operating Systems.

CT+EA

Course 0 COLl: To be able to understatied meaning of a computational model
Outcomes during implementation.
0 CO2: To have an idea of modeaxpplication of data structures and
algorithms.
0 CO3: To implemenhetworking protocols through small systems.
0 CO4 : To attain the ability to work in parallgatforms.
0 COb5: To apply principles of distributed systems in practical implementation
Topics Assignments in Data Structures and Algorithms :
Covered 0 Hash tables (Consistent hashing, Locadignsitive hashing, Bloom filters,
Cuckoo hashing).
0 Datastructures for combinatorial optimization: Fibonacci heaps, dynamic gf
structures.
0 Search trees: Skip lists.
0 Selfadjusting data structures: Splay Trees.
0 Tries and suffix trees.
0 Geometric data structures.
0 Implementation of HITS and Page Rank algorithms
0 Implement the online advertisement problem as a bipartite matching proble

)l
)l
il
il

1.

Assignments in Parallel Systems

Assignments in Networks and Distributed Systems :

Basics of MPI (Message Passing Interface)

Communication between MPI processes

Basics of OpenMP API

Sharing of work among threads using loop cargss in OpenMP.

TCP/IP Protocol Analysis using sniffer tool (Wireshark)
Install Wireshark in your machine.
https://www.wireshark.org/
https://www.wireshark.org/download.htm|

Getting started with Wireshark
https://www.youtube.com/watch?v=KYnbfYCkiOc
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Wireshark Tutorial for Beginners
https://www.youtube.com/watch?v=Ib1Dw0elw0Q
http://lwww.cs.toronto.edu/~ahchinaei/teaching/2016jan/csc358/Assignmen
w.pdf
https://www.wiresharkorg/docs/wsug_html_chunked/Chapterintroduction.h
ml

(a) Write simple TCP and UDP program using socket API which will transfe
simple text messages, and check TCP and UDP packets using Wireshark
(b)Using wireshark, capture the TCP headers while conmegtiar computer
to the server of nit.dgp.ac.in.

2. Basic Socket Programming
The goal of this module is to implement a TCP client and server, and a UDP client
server

(2) Your TCP or UDP client/server will communicate over the network (same ma
using local loop) and exchange datée server will start in passive mode listening fd
transmission from the client. The client will then start and contact the server @vea
I P address and port number) . The cli
to 80 characters in lengtOn receiving a string from a client, the server should:

1) reverse all the characters, and

2) reverse the capitalization ofthestmgs ( “net wor k” woul d
The server should then send the string back to the client. The client will displa
received string and exit.

(b) TCP and UDP Chat sergient communication program using Sockets

3. Flow Control Implementatio

Implement naive flow control mechanism using stop & wait protocol.

Transfer files (Text, Image, Audio, Video) using TCP and UDP proto

during the connection suddenly connection is terminated then you hg

start ones again, it simply resume theocess not start from being.

(a) Write a socket program in Java for Multimodal File Transmission
using TCP and UDP with Hillplex Stop and Wait protocol. The
program/protocol should support the following
properties/mechanism
The protocol will send any typs files
Each packet should consist of the file name, sequence
number/Acknowledgement number
A log file should be generated with some information like,

List of uncommon files in server and client which are to be
transferred, Start time, If the connectias broken then the % of the
file already uploaded, How many times connections were establis
during the complete transmission, End time (when the file is fully
transmitted), How many packets are lost, Hownmadime-outs are
occurred, etc.
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4. Sync Protool Design

Sync is a communication protocol for peaerpeer file sharing (P2P), which
enables users to distribute data and electronic files over the Internet/offline
a decentralized manner.

Implement lightweight sync protocol for Laptop, smartphone and

Mi crocomputer devices using “nanh
Application :

(a) Tel emedicine Software Design U
teleconferencing software]

6. Implementation of message queue (localhost processes)

7. Implementation of MPI/PVM over NFS.

8. Distributed Flooding and Multicasting.

9. Lamports Logical clock Implementation.

10. Single resource multiple process DME

11. RPC and Java RMI

12. Distributed Health Checking Programs

13. Leader election

14. Fault tolerance

o

Text
Books,
and/or
reference
material

Text Book:
1. Thomas H. Cormen, Charles Leiserson, Ronald Rivest, and CliffStdin.
Introduction to Algorithms. 3rd ed. MIT Press, 2009. ISBN:80262033848.
2. J. Kleinberg and E. Tardos, Algorithm Design, Pearson.
3. Advanced Concepts in Operating Systems. lshgnd Sivaratri. McGraw Hill.
Reference Book/Lecture Notes/Other Reference:

1. T. Roughgarden, CS261: A Second Course in Algorithms (Stahfoidersity),
2016 and Randomized Algorithms: COMS 4995 (2019)
2. T. Roughgarden, CS 168: The Modern Algorithmoolbox, Spring 2017.
3. Rajeev Motwani CS 361AAutumn Quarter 20086 (Advanced Data Structures
and Algorithms)
4. Stanford course on Data structures :CS166,-2016
5. Leskovec, Rajaraman, Ullman, Mining of massive data sets:
https://www.youtube.com/watch?v=xoA5v9A07S0&Ilist=PLLssT5z_DsK9JDL
8T62VizwyWILNepV
Operating Systems : A Concept Based Approach. Dhamdhere. McGraw H
Distributed Operating Systems : Concepts and Design. P.K.Sinha. Prentice
Distributed Operating Systems. A.Tanenbaum. Pearson Education.
Distributed Systems : Concepts and Design. Coulouris et.al. Pearson Edud

© 0N

Department of Comput&cience and Engineering

Course| Title of the Total Number of contact hours Credit
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Code| course Program Lecture | Tutorial Practic Total
Core(PCR){ (L) (T) al (P) Hours
Electives
(PEL)

CS10 | Advanced Laboratory | O 0 6 6 3

52 Computing Lab - Il

Prerequisites

Course Assessment methods (Continuous (CT) and end
assessment (EA))

Machine Learning, DBMS,
Software Engineering.

CT+EA

Course

Outcomes

¢ O¢ O«

CO1:To apply machine learning approaches in real problems
CO2: To explore the application d&ta science principles in handling data.
CO3: To test software for fault identification and quality assurance.

Topics
Covered

NoohkwbhE

8.

1.

Assignments for ML laboratory

Assignments in Data Science
Assignments in Software Testing

Assignment to execute Linear Regression with toy dataset

Assignment to execute Classificatinith toy dataset

Assignment to execute Softmax regression with handwritten number datase
Assignment to classify emails(spam/agpam) using Naive Bayes classificatior
Assignment to executerkeans clustering

Assignment for ANN, back propagation

Assignmento implement Deep Learning Algorithms to classify hand written
numbers

Assignment to classify Images into k categories.

Control Flow Graph based problenis to verify the McCabe Complexity
Indeendent Paths, Coverage (Statement, Branch, Predicates) and te
generation for a given program. [Tool: C++/Java/Python Language Compilef
System Design related problem$ER/EER database design, UML Based sys
design including Use Case, Class Diagr&equence diagram, State Chart, Acti
diagram etc. and system integration verifications [Tool: StarUML with
Extension]

System Dynamics analysis using P&tgt i Verification of System reachability
safeness, boundedness, Liveliness, Fairnessriibility properties. [Tool: CPN
tool]

Cause Effect Graph (CEG) based testing problems: Generation of Decision
functional part of software, verify and test the relationship between a given
and all the factors affecting the result using CEG

White Box Testing related problems: Loop Testing, Basis path testing, Cov
Testing [Tool: Junit/ TestNG]

Black Box Testing Related Problems: Equivalent Partitioning, Boundary
Analysis, Decision Table based testing,-pdlirs Testing [Tool: Juti TestNG]
GreyBox Testing Related Problems: Matrix Testing, Regression Te
Orthogonal Array Testing (OAT) [Tools: JUnit/ NUnit/TestNG]
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Text Text Book:
Books, 1. Artificial intelligence : A Modern ApproaelStuart Russell, Peter Norvig, Prenti
and/or Hall, Fourth edition, 2020
reference 2. Machine Learning Tom M. Mitchell (TMH)
material 3. C. J. Paul , Software testing: A c¢ra
4. 1. Somervillei i Sof t war e EngdnWesleyr i ngo, Addi
Reference Book/Lecture Notes/Other Reference:
5. Applied Machine LearningM. Gopal, McGraw Hill Education
6. Class Notes andideo Lecture§ Prof. Andrew Ng, Stanfortniversity
7. S. Desikan, R. Gopalswamy, Software Testing: Principledaactices, Pearson ,
2006
8. G.J. Myers, The aof software testing, Wiley Ietscience New York , 2011
Department of Computer Science aBdgineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CS9055 Semantic Weland | PCR 4 0 0 4 4
Linked Data
Engineering
Prerequisites Course Assessment methods (Continuous (CT) and end assessmg
(EA)
Data structure, DBMS, Web CT+EA

Technology, Basic Computer

Logic

Course
Outcomes

1 COL1: Studens can write their own semantic web page by using publicly available
vocabulary.

1 CO2: Studentsan publish their data in Open Data format, such that the other pe(

can discover ieasily.

I CO3:Students can able to develop semantic web application.

9 CO4: Students will get exposure in this topic for further higher studies and reseali

Topics
Covered

Principles of Linked Data, Introduction, A Layered Apprageh

Naming Things witHJRIs, Making URIsDereferenceablg5)

The Semantic Web (SW) vision: What is SW? The difference between Current web
SW, SW technologies, the Layered approdéh

The XML Language, Structuring, Namespaces, Addressing and Querying XML
Documents(7)

Resource Description Framework, RDF syntax, RDF Schema (RIFS)

Construction RDF and RDFS: Different syntax implementation, How to Store into s¢
Construction of RDFS(6)

SPARQL: Query Language: Syntax and Query procesg&mg

Web Ontology LanguagOWL: OWL Syntax and Intuitive Semantics, OWL Spedi@s
Description Logics, ModeTheoretic Semantics of OWI4)

Ontology Engineering: Introduction, Constructing Ontologies, Reusing existing
Ontologies (4)

Protégé tools(4)

Text Books,
and/or
reference
material

Text Books:
1. Semantic Web Primer: second edition by Grigoris Antoniou and Frank van Harm

2. Foundations of Semantic Web Technologies by Hitzler Pascal
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Text Books, | 1. Ontological Engineering by Asuncion Gordegrez Mariano Fernandekopez, and
and/or OscarCorcho

reference 2. Linked Data: Evolving the Web into a Global Data Space by Tom Heath and Chr
material Bizer

3. Harald Sack semantic web videos

Department of Computer Science and Engineering

Course Title of the course | ProgramCore Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE 90** | Digital Image PEL 3 0 0 3 3
Processing
Prerequisites Course Assessment methods (Continuous evaluation (CEnand

assessment (EA))

Linear algebra, Probability and| CE+EA
statistics Calculus,
Mathematical Transforms.

Course 1 CO1:To acquire the fundamental concepts of a digital image processing system
Outcomes 1 CO2:To understand the basic theory and algoritAnd toolsusedfor processing
digital images.

1 CO3: To analyze2D signals in the frequency domain through the Fourier transfor
1 CO4: To know the applications and recent trends of digital image processing.

Topics Introduction to Digital Image Processing

Covered Introduction to Digital Image Processing & and Applicatidmgage digitization and
sampling QuantizationMatrix representation of digital image and Pixel relationshifs)
Image Geometry and spatial Transformations

Basic Transformation&amera model and Image Geome@gpmera calibration and ster
imaging Interpolation and resampling (5)
Image Transformations:

Fourier TransformDiscrete cosine TransforrKL Transform.

Image Enhancement

Grey level transformation: Image negatives, Log transformatioRewerlaw
transformations, Piecewidmear transformationHistogram Processinddasicsof spatial
filtering: Smoothing spatial filters, sharpening spatial filteh®age enhancement
Frequency domain: Image enhancement in Frequency ddrnagquency domaismoothing
filters, sharpening filters, HomBlorphic filtering.

Image restoration:

Degradation and noise model, Estimation of degradation fundtieerse filtering, MMSE|
(Wiener) filtering Constraints least square filtering, Geometric Mean filters (4
Colour image processing:

Colour Models Pseudo colar image Processin@olour Transformations-ull colour image

processing. (4)
Multi -resolution Analysis of Image: Theory of wavelets, Theory of Sdtand coding
Discrete wavelet Transform. (4)

Image segmentation

Detection of discontinuitiesEdge linking and boundary detectjorhresholding Regior
based segmentatidachniques.

Morphological Image Processing

Basic concept of set theories, Logical operation involving Binary im&yksdion, erosion,
Opering and closingRecent trends in digital image processing.

Text Books, Text Books:
and/or 9. R.C. Gonzalez and HE. Woods Digital Image Processing, Pearson, 2018
10. A. K. Jain, Fundamentatsf Image Processing, Prentice Ha089.
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reference Reference Books
material 1. Bernd JahngeDigital Image Processing"@dition, Springer, 2005.
2. T. Acharya A. K. Ray. Image Processing Principles and Applicationéley-
Interscience, 2005.
Department of Computer Science & Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CS 9017 | Information & PEL 3 0 0 3 3
Coding Theory

Prerequisites

Course Assessment methods (Continuous (CT) and end assessment (EA

Probability and statistics,
Abstract Algebra, Calculus

CT+EA

Course 1 CO1:Understandhe conceptdnformation Theory
Outcomes 1 CO2: Understand the application of Information Theory to Source Coding and
Compression
1 CO3:Understand the methods of source coding and data compression
I CO4: Understandhe concept of channel coding and error correction techniques
Topics Informati on Theory: Introduction, mathematical measure of information, average
Covered mutual information and entropy
Source Coding and Data CompressiarSource codintheorem, Kraft inequality, propertie
of prefix codes, Shanndfano coding, Huffman coding, Lempélv codes, arithmetiq
coding, Rate distortion Theory, Lossless Predictive Coding, Lossy Predictive C
DPCM. (10)
Channel Capacity: Discrete memoryless channel model, binary symmetric channel
channel capacity, entropy rate and channel coding theorem, information capacity t
Markov piocess and sources with memory
Error correction codes: Introduction, basic concepts of linear algebra including group,
field, vector space etc. (2)
Linear Block Codes: Definition, encoding and decoding of linear codes, generator m
error detection and correction, perfect codes, Hamming codes. 5)
Cyclic codes:Definition, encoding and decoding, cyclic redundancy check 3
Convolution codes: Encoding convolutional codes, generator matrices for convolut
codes, generator polynomials and graphical reptaten for convolutional codes. Viter
decoder. (5)
BoseChowdhury-Hoquenghem codes: Definition and construction of BCH code
decoding SEC and DEC binary BCH codes, Reed Solomon codes. (4)
Trellis coded modulation: Introduction, the concept of coded modulation, signal map
and set partitioning, TCMeatoder. (4)
Text Books, | Text Books
and/or 1. Information Theory and Coding. N. Abramson. McGraw Hill
reference 2. Elements of Information Theory. Thomas M. Cover anylA. Thomas. Wiley.
material 3. Error Control Coding. Shu Lin and Daniel J. Costello. Prentice Hall.
4. Coding Techniques. Graham Wade. PALGRAVE.
Reference books
1. The theory of information and coding. R. J. McEliece. Cambridge.
2. Error Control Coding: From Theory Rractice. Peter Sweeney. John Wiley & Sq
Department of Computer Science & Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
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CS90XX

Advanced PEL 3 0 0 3 3
Optimization

Techniques

Pr-requisites

Course Assessment methods (Continuous evaluation (CE) an
assessment (EA))

Undergraduate mathematics:
Theory of sets, Relations and
functions, Linear algebra, logic
andproof techniques, Basic
knowledge of computer
programming.

CT+EA

Course
Outcomes

i To cultivate an ability to formulate mathematical model for various complex sy
occurring in real world applications.

1 To develop knowledge of the mathematical structurthefmost commonly use
linear and nodinear programming models.

1 To understand the classical optimizations and its applications

1 Ability to solve the constraint and convex optimization problems

9 Able to perform sensitivity analysis and post processing tina solutions.

Topics
Covered

Basics of Optimization: Mathematical formulation (linear and -lo@ar); Engineering
applications of optimization; Classification of optimization problems. 2L

Classical optimization (single and multi variable): Optingaterion for single and mulki
variable method; Region elimination methods; Gradient based methods for single v;
Unidirectional search, Direct search methods, Gradient based methods feranalile. 8L
Constraint Optimization: problem preparatidéuhnTucker Conditions, Lagrangian Duali
Theory, Transformation MethodBenalty Function Method, Method of Multipliers ; Sensitiy
Analysis; Direct Search for Constrained Minimization; Linearization methods for cong
problems; Feasible DirectioMethod; Generalized Reduced Gradient Method and Gra|
Projection Method. 8L

Goal Programming: Concept of goal programming, Modeling Multiple objective problem
Goal programming model formulation (Single goal with multiple sub goals, equally ranke
multiple goals, Priority ranked goals, General goal programming models), Graphical met
goal programming, Post optimal analysis. 6L
Stochastic Programming: Stochastic programming with one objective function. Stochas
linear programming. Two stage praghming technique. Chance constrained programming
technique. 6L

Geometric Programming: Posynomial; Unconstrained GPP using differential Calculus;
Unconstrained GPP using Arithmetic&Geometric Inequality; Constrained GPP. 6L
Network Analysis in ProjecPlanning: PERT and CPM with activity times known g
probabilistic. Various types of floats, Project crashing. Formulation of CPM as a linear
programming problem. Resource leveling and resource scheduling. 6L

Text
Books,
and/or
reference
material

Text Boks:

1. S. S. Rao, Engineering Optimization: Theory and Practice, New Age International.

2. K. Deb, Optimization for Engineering Design, Prentice Hall of India.

3. A. Ravindran, K. M. Ragsdell and G. V. Reklaitis, Engineering Optimization: Method
and ApplicationsWiley.

4. Hillier & Lieberman, Introduction to Operations Research, TMH

Reference Books:

1. S. M. Sinha, Mathematical Programming, Elsevier

2. Handy A Taha, Operations ResearcAn Introduction, Prentice Hall of India, New Dell

3. R. Fletcher, Practical Method$ Optimization, Wiley

Department oComputer Science & Engineering
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Course Title of the course | Program Core Total Number of contact hours Credit
Code I(EFIEC?/ é s (PEL) Lecture | Tutorial | Practical | Total

(L) (T) (P) Hours
CS Mathematical PEL 3 0 0 3 3
90XX Programming
Prerequisites Course Assesment methods (Continuous (Gi)d end assessment

(EA))

Undergraduate mathematics: | CT+EA
Theory of sets and functions,
Linear algebra, logic and proof
techniques, Basic knowledge ¢
computemprogramming.

Course 1 Tounderstand the basic theory and methods for linear programming probl

Outcomes | ¢ To understand the basic properties of the interior point method and how to
to solve convex optimization problems

1 To cultivate an ability tbormulate mathematical model fagirious complex syster
occurring in real world applications.

1 To develop knowledge of the mathematical structure of the most commonly useq
and nonrlinear programming models.

1 Able to performsensitivity analysis and post processing of optimal solutions.

Topics Introduction: Background, linear programming, Aovear programming, lineg
Covered transformations, system of linear equations, convex and concave functions. [5
Linear Programming Problerhinear programs formulatiqmpreliminary theory an
geometry of linear programs, basic feasible solytiifferent form of LPPGraphical
representation and solutionspfplex method variants of simplex methoduality
and is principles interpretation of dual variables, dual simplex method, pritoazil
method Degeneracy in LPP; Sensitivity analysis; Transportation probl
Assignments problems; Decomposition principle for linear programs; Ellipsoi(
Interior point methd. [17]
Network Flow Models: Basics of network models, Shortest route prek
formulation and algorithms; Maximal flow model; CPM and PERT. [8]
Non-Linear Programming Problem: Formulation of NLRRigrange multipliers
Constraint qualification, KKToptimality conditions, sufficiency of KKT unde
convexity; Quadratic programsWolfe methog Separable programming, No
convex programming. [12]

Text Books, | TextBooks:

and/or 1. S. M. Sinha, Mathematical Programmimgeory and Method<lsevier.
reference 2. Dimitris Bertsimas and John Tsitsiklis, Introduction to Linear OptimizatyprMIT
material 3. H. Taha, Operation Researcln Introduction, Prentice Hall of India.
4. Bazaraa, Sherali and Shetionlinear Progamming: Theory and Algorithm§Viley,
2006,

Reference Books:

1. S. S. Rao, Engineering Optimization: Theory and Practice, New Age Internationg

2. Hillier & Lieberman, Introduction to Operations Research, TMH.

3. Boyed and Vandenberghe, Convex Optimization. Cambridge

4. MIT Open Courseware, Introduction kéathematical Programming
(https://ocw.mit.edu/courses/electricabngineeringand-computerscience/6251f
introductionto-mathematicalprogrammingfall-2009/)

Department of Computer Science and Engineering

| Title of the course | | Total Number of contact hours | Credit
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Course Program Core Lecture | Tutorial | Practical | Total
Code (PCR) / (L) (T) (P) Hours
Electives (PEL)
CS 90** Quantum PEL 3 0 3 3
Information and
Computing

Prerequisites

Course Assessment methods (Continuous (CT) and end assessme
(EA)

Design and Analysis of
Algorithms/Information and
Coding Theory /Quantum

CT+EA[CA: 15%, MT: 25%, ET: 60%)]

Mechanics
Course 1 CO1:Understanding the fundamental conceptkfifrmation Theory and Quantum
Outcomes System
1 CO2: Understanding different Quantum Gates and Circuits
I CO3: Teleportation of information in Quantum System
1 CO4: Implementation of Quantum Computing for information processing
 COS5: Understanding information security by Quantum Cryptography
Topics to be | 1. Classical Information Theory (2L)
Covered Information Theory, Shannon's Entropy, Grouping Theorerihh'€ Inequality, Communicatio
(40L) Systems, Coding, Shannon's Theorem

2. Quantum Information and Computing (2L)
Introduction, Postulates of Quantum Mechanics [5 Postulates] , The Qubit, Bloch Sphere Repreg
of Qubits, Composite Systems, Linear Adga(Projection Operator, Spectal Theorem, Positive Oper
Polar Decomposition of an Operator, Singular Value Decomposition)

3. Quantum Information and Computing (Density Matrix Formulation & Quantum Mechanics) (2
Introduction, Density MatriXMixed, State Density Matrix, Density Matrix & Block Sphere, Postulg
of Quantum Mechanics in Density Matrix Representation, Reduced Density Matrix, Sch
Decomposition ad Schmidt number, Purification

4. Multiple Qubit States and Quantum Gates (2L)

Introduction, Composite Systems, Matrix Basis in the Space of Two Qubits, Single Qubit
Different Single Qubit Gates (Pauli Matrices, Hadamard), Two Qubit Gates, Three Qubit Gates
5. Quantum Circuits (2L)

Introduction, Implementation of Classical Lo@ates, Oracle

6. No-Cloning Theorem and Teleportation (2L)

Introduction, Quantum Ngloning Theorem, Quantum Teleportation

7. Super Dense Coding (2L)

Introduction, Dense Coding Circuit

8. Measurement postulates (2L)

Introduction, Measurement PostulatespjEction on VoaNeumann Measurement , Measurement
Mixed State, POVM

9. Simple Quantum AlgorithmsDeutsch Algorithm and Deutsehlozsa Algorithms (2L)
Introduction, Quantum Parallelism, Collapse of Wave Function and Process of Measul
Entanglenent, Quantum N&loning Theorem, Deutsch Problem, Deutsdiozsa Algorithm

10. Simon Problem (1L)

Introduction , Simon Problem , Classical Complexity ,Quantum Circuit for Simon Problem
11. Grover's Search Algorithm (2L)

Introduction , The Oracle , Grow®perator and its Geometric Inter predation , Maximum Numbe
Iteration, Matrix Representation of Grover Operator , Quantum Circuit , Success and Fai
Algorithm to Example , The Quadratic Speeding , Maximum Number of Iteration , Matrix Repriese
of Grover Operator , Quantum Circuit , Success and Failure of the Algorithm to Example

12. Quantum Fourier Transform (2L)

20| Page




M. TECH. IN COMPUTERENCE AND ENGINEGR

Introduction , Discrete Integral Transforms , Quantum Fourier Transform , Period Finding , U
Operator for QFT , Implementati , QFT for 3 Qubits
13. Shor's Factorization Algorithm (2L)

I ntroduction, Shorés
Fraction

14. Classical Information Theory Revisited (1L)
15. Shannon Entropy (1L)

16. VonNeumam Entropy (1L)

17. EPR and Bell's Inequality (2L)

Introduction , Bell States and Local Measurement, Bell's Inequalities ,CHSH Inequality

18. RSA Algorithm (2L)

Introduction , Fermat's Little Theorem , Euler's Theorem , Chinese Remainder Theorem
Encryption and Decryption , Euclid's Algorithm , Extended Euler's Algorithm

19. Quantum Cryptography (2L)

Introduction , BB84 Protocol , Eve's Interception-g2 Protocol , Ekert Protocol using EPR Pairs
D1),

20. Quantum Error Correction (2L)

Introdwction , Errors in Classical Communication , Errors in Quantum Communications , Three
Error Code for Bit Flip Errors , Generating Logical Qubits, Corrective Steps Taken by Bot, Sh
Qubit Code , Conversion of Phase Error to Bit Error , Shor'sdt@guei Encoding, The Decodin
Circuit

Al gorithm | mpl ement

Text Books, Text Books:
and/or 1. Quantum Computation and Quantum Information, Michael A.
refere_”?e Nielsen, Isaac L. ChuangCambridge Press
materia 2. An Introduction to Quantum Computindy Phillip Kaye , Raymond
Laflamme, Michele MoscaOxford Press
3. The Feynman Lectures on Physid#ol.3, by Richard P. FeynmarPearsor
Publishing
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR) / Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CS 90** Cellular Automata | PEL 3 0 3 3
and Its
Applications

Prerequisites

CourseAssessment methods (Continuous (CT) and end assessmel

(EA))

Design and Analysis of
Algorithms/Information and
Coding Theory /Quantum

CT+EA[CA: 15%, MT: 25%, ET: 60%)]

Mechanics
Course 1 CO1:Understanding the fundamental concept€eliular Automata
Outcomes I CO2: Understanding the different phases of evolution of CA machine.
1 CO3: Understanding the method of characterization of CA machine/tool
I CO4:Modeling of physical/realime systems with a mathematical tool such as C/
I COS5: Applying suitable class of CA for building CA based model to study
Topicstobe | 1. Cellular Automata (4L)
Covered IntroductionCellular Automata, Evolution: Von Neumann Structure, Gaafeiden
(40L) t heor em, Hedl undds t heor eomputinG, Gane efrLifea t i
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2. Characterization of CA Behavior (6L)

Initial Phase of Development, CBased Models- Language Recognizer, Biologic
Applications, CA as Paralleind Image Processing Systems, CA based model of ph
systems

3.New Phase of A Model: Wo | f r ambs (8t ruct ur e
Wol frambdbs modagbborhoodzta@ALA, CA rules, Classification of rules, C
Technology, CA as an FSM, Linear/nbnear/additive CA, Polynomial Algebraic
Characterization of CA Behavior, Matrix Algebraic Characterization , Synchronous a
asynchronou€A, Fixed point Graph, Reachability Tree, ERVG diagram

4. Irreversible/Group CA characterization in linear domain (6L)

Null/Periodic boundary Characterization of the Sfhtensition Behavior, Cycle S¢
Characterization, Isomorphism between a CA and an LFSR. CA based Pseudorandon
Generation, Pseudo noise sequence CABIST, Pattern
Classification.

5. Characterization of non-group CA/non-invertible CA in linear domain (6L)

General Characterization of Cyclic States (attractors), Characterization of Single
Cycle Sngle Attractor CA (SACA), Multiple-Attractor Celular  Automatal
(MACA).

6. Non-linear CA (6L)

Characterization of nalinear rules, invertible and nanvertible CA, CA with point stateg
applicationsin VLSI domain: Test Hardware Design, Self Testable Hardware Design, |
Tolerant Circuit Design, Memory Testing

7. Advanced Conceptq6L)
Extension of dimension;state CA, Application in IOT and health informatics, follow and
review.

Text Books, Text Books:
and/or 1. Additive Cellular Automata: Theory and Applicatiohy Parimal Pal Chaudhuri,
reference Dipanwita Roy Chowdhury, Sukumar Nan8antanu Chattopadhyay, Wiley.
material 2. Cellular Automata Machines: A New Environment for Modelibg Norman
Margolus and Tommaso Toffoli
3. Cellular Automata and Complexity: Collected PajmrStephen Wolfram; Westvie
Press
Reference Books:
1. Game of LifeCellular Automata, by Andrew Adaméig Springer; 201E&dition.
2. A New Kind of Science, by Stephen Wolfram, Wolfram Media.
3. A New Kind of Computational Biology, by Chaudhuri, P.P., Ghosh, S., Duita,
Choudhury, S.P; Springer.
4. Cellular Automata: ADiscrete View of the Worldby Joel L. Schiff
Department of Computer Science & Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE Advanced Database PEL 3 0 0 3 3
90XX Management
Systems
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PreRequisite Database Course Assessment methods (Continuous (CT) and end assessmg
Management Systems (EA)

CT+EA
Course 1 CO1: To understand the basic conceptstanaiinology related to DBM&nd Relational

Outcomes Database Design
1 CO2:To the design and implement Distributed Databases.
1 CO3To understand advanced DBMS techniques to construct tables and write effective q
forms, and reports
Topics Introduction ; Comparison between different databases: Significance of Databases, D&gbase

Covered

Applications, Advantages and Disadvantages of different Datdlasagement systems, Comparig
between DBMS, RDBMS, Distributed ardentralized DB, Introduction ofarious types of inde
structures: Primangecondary, Multilevel, Dynamic multilevel {Bee and B+tree). 3

Normalization: Functional Dependency, Anomalies in a Database, Mbamalization procesg
Conversion to first normal fornConversion to secondormal form, Conversion to third normal forn
The boycecode normal form(BCNF), Fourth Normal form and fifth normal form, normalization g
databaselesign, Denormalization, Logsss join decomposition, Dependenmgservation. %

Transaction processing: Introduction of transaction processing, advantages and disadvantag
transaction process system, online transaction processing system, serializability and recoverabil
serializability, Transaction management in md#itabase system, long duceti transaction, high
performance transaction system. 3
Concurrency Control: Serializability, Serializability by Locks, Lockin§ystems with Several, Loc
Modes, Architecture for a Locking ScheduManaging Hierarchies of Database Elements, Concurr
Control byTimestamps, Concurrency Control by Validation, Database recovamagement.  (4)

Query Optimization & Query Execution Algorithm for Executing Query Operatiofsxternalsorting,
select operation, join operation, PROJECT and set operation, Aggopgatgions, Outer join, Heuristiq
in Query Optimization, Converting Query Tree to Query Evaluation PI&fficient and extnsible
algorithms for multiquery optimization, Introduction to PhysicaQueryPlan Operators, OnRass
Algorithms for Database, Operations, Nest&wp Joins, TwePass Algorithm®ased on Sorting, Two
Pass, Algorithms Based on Hashing, IndBasedAlgorithms, Buffer Management, Parallel Algorithr]
for Relational Operationd)sing Heuristics in Query Optimization. (6)

Distributed Database (DDB): Introduction of DDB, DDBMS architecturesdomogeneous an
Heterogeneous databases, Distributed data stofatyantages of Data Distribution, Disadvantageg
Data Distribution Distributedtransactions, Commit protocols, Availability, Concurrency contro
recovery indistributed databases, Directory systems, Data Replication,Hbaggnentation. Distribute
database transparency features, distribut@mmsparency. (5)

Object Oriented DBMS(OODBMS): Overview of object: oriented paradig@ODBMS architectura
approaches, Object identity, procedures andapsulation, Object oriented data modelationship,
identifiers, BasicOODBMS terminology, Inheritance , Basic interface and class structure,
hierarchies and inheritance, Type extents and persistent prograntangngages, OODBMS storag
issues. (5)

XML Query processing: XML query languages: XMQL, Lorel, Quilt, XQL, XQuery, andpproaches|
for XML query processing, Query processing on relational streetod storage schema, XML databa
management system. 3

Data Warehousing: Overview of DW, Multidmensional Dataviodel, Dimension Modelling, OLAHR
Operations, Warehouse Sgha (Star Schema, SnowflaBehema)Pata Warehousing Architecture (3

Big Data: Motivation, Big data storage systems, MapReduce paradigm, streaming data, Graph dg
3)
Advanced database applicationsMultimedia databaseGeographical Information Syste

(GIS) (3
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Text Text Books:
Books,
and/or 1. C. J Date, PeatsonoBdetabinomp MDAma Base
reference 2. Abraham Silberschatz, Henry F. Korth and S. Sudarshan, McBraw | , i Dat ab a
material Conceptso.
3. Stefano Ceri and Giuseppe Pelagatti, McGraw | | Il nternational E
Databases Principles & Systemso.
4. RamezElmasri and Shamkant B. Navathe, Addisdte s | ey, 0 Faof Dalabase nt
Systemso
Department ofComputer Science and Engineering
Course Program Core Total Number of contact hours
Code Title of the course (PCR)/ Lecture | Tutorial | Practical| Total | Credit
Electives (PEL) (L) (T) (P) Hours
Advanced Software
CS 91XX ed ¢ PEL 3 0 0 3 3
Engineering
Course Assessment methods (Continuous (CT) and end assessmg
(EA)
CT+EA
Course T CO1: To acquire an understanding of 8atware Process &lethodologies
Outcomes T CO2: To learn aboBoftware Design mechanisms both for traditional and Object
Oriented system
T CO3: To obtain a comprehensive idea of diffesmitware Testing strategies
1 CO4: Development of cumulative understandingaftware ProjecManagement and
Quality Metrics.
Topics Software Paradigm / Introductioiefinition of Information System, software, softwg
Covered engineering paradigms, Software engineering in context of Business Process Engi

Goal of Software Engineering, Qitg focus. (2L)

Software Process ModeUmbrella activities; Waterfall Model, Prototype model, Ral
Application Development Model, Evolutionary Approach in Process model (Spiral Mg

()

Requirement Engineeringequirements Engineering Tasks, Information Modelling (Ef
Relationshp Model, Extended ER Model), Functional Model (DFD, CFD), Behavi
Model (State Transition Diagram), Petieét modelling, System Requirement Specificat
(SRS), Specification Language Formal Methods, Regular Expression, Decision T
Decision TableSRS Standards (4L)

Design Principle and BasicBesign level tasks, Problem partitioning, abstraction, top d
& bottom up design strategies, refinement techniqiiapr Design principles, Contrg
Hierarchy (Structured Chart), constraint design (Wariniznr). (4L)

UML basics Unified Modelling Languagé Building Blocks, Wellformedness rule; Us
case, structural diagram inthaction- Class Diagram, Object Diagram, Sequence diag
collaboration diagram. (6L)

Modular Design Concept of module and Modular design, Functional independt
Cohesion, Coupling, measuring cohesion and coupling. (2L)
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Architecture Basic Software architecture, Functional and exdtmactional properties
families of related system, Architectural styles: Degatric, datdlow, call and Return
layered, enterprise. (2L)

MDA & DSMA i Model Driven Architecturé Computationally independent model (CIM
Platform independent model (PIM), Platform Specific Model (PSM), Méjact Factory
Domain Specific Modelingg Metametamodelling, Metamodelling, Modelling and Syster
Modelling, Domain specific modeling language properties. (2L)

Project Management.OC, Function Point AnalysisPERT Chart estimatignDifferent
cost estimation: Delpkempiricd-COCOMO estimation. (2L)

Coding Technigues & Standard guidelinRsles/guidelines for standard Codingsunning
Fog Index for documentation. (2L)

Testing strategyilintroduction to Software TestingSoftware Testing Terminology ar
Methodology Verification and Validation Static Testing: Inspections, Structur
Walkthroughs, Technical Reviews Dynamic Testing : Blek-Box Testing Techniques
Boundary Value Analysis (BVA), Equivalence Class Testing, State ‘Bdded Testing
Decision TableBased Testing, Caud&ffect Graphing Based Testing, Error Guessjng
Dynamic Testing : Whitdox Testing Techniques: Need of WHBox Testing, Logic
coverage Criteria, Basis Path Testing, Graph Matrices, Loop Testing, Data Flow T
(4L)
Testing strategy 2Validation Activities: Unit Validation Testing, Integration Testir
Function Testing, System Testing, Acceptance TestiRggression Testing: Progressive
Regressive Testing, Regression Testability (2) (2L)

Advanced Testing Fault based testing: Mutation Testing Testing ObjetOriented
Software: OOT BasicsDbjectoriented Testing: MM testing, Function Pair Testing,
Traditional Software and Webased Software, Challenges in Testing for Wdabed
Software, Debugging: Debugging Techniques, Debuggeiest Adequacy Measureme|
and Enhancement: Control and Data flow. (4L)

Software & Metrics Software Measurement & metrics, Direct and indirect metrics,
oriented metrics, Functionriented Metrics, Complexity Metrick McCabe Complexity

McClure Complexity, and Halstead Software Science. (4L)
Text Books, | Text Books:
and/or 1. R. S. PressmafiSoftwareEngineering Pr act i t i o n eMcGraw HNlp p r ¢
reference International
material

2.1. Somervillei i Sofrtewd& ngi neerWeslegydo, Addi son

Department oComputer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CS90** Ethics, Society, ang PEL 3 0 0 3 3
ComputerScience

Prerequisites

Course Assessment methods (Continuous Assessment (CAJT, vt
(MT), End Term(ET))

Basic knowledge of CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%
programming and Al/ML
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Course
Outcomes

1 CO1:Tounderstand professional and ethical responsibilities, including those def
in the ACM/IEEE Professional Code of Ethics.

1 CO2: To ensurdairness accountability, and transparenehile working on machine
learning,artificial intelligence and related fields.

1 CO3:To gpreciate the threats to privacy posed by modata aggregation and datz
processindechniques.

1 CO4:To design technologigacorporating ethical considerations from the
specification provided.

Topics
Covered

Introduction: What is Ethics?, Ethics and Computer Sciencejeb consensus on
unethical practices by computer profession@tmventional issueg§merging issues in th
age of data drive(Al/ML based)decision makingHistory and Evolution of ethics with
advances in computer science and engineelig)

Ethics in Data collection and aggregationBasic mechanism of data driven (Al/ML
based) decien making, Data aggregation and decision makiraja Ownership,
Collection and collation of digital imprints of users, Data stealing and data broking,
Informed consenData repurposinglrivacy, Anonymity, Data validity, Establishing dai
protection franework with legal backing, Concept of differential privaGRDR.
(100)

Algorithmic Fairness: Discriminatory impact ofmperfect decisions;ase study: Facial
recognition software, Criminal justice using big data, recidivism modekefaencing
guidelines, predictive policing,rust in AI/ML based decision making, Algorithmic
fairness, Notions of fairness, Parity based and preference based notions, Fairness
accuracyldentifying and mitigatingnherent bias in data and/or machiearning
algorithms,Proper choice of representative sampMeking training data fair, Designing
fairness aware classifiesslgorithmic audit ChallengesAudit based on user survey
Sock puppet audifAudit based on scrapping/crawling12L)

Transparency and Explainability: Black-box phenomenon and trustnpredictability
ExplanationReasoningRight to explanationExplainability and accuracy trade pff
Transparency and interpretabiliARPA XAl, ML model explainability Linear model
explanability, Nonlinear model explainabilityNeural networks explainability.IME
packageSHAP valuesWhatif tool. (5L)

Al Ethics: Moral issues in autonomous and intelligent systédiasrow (or Weak) Al ang
General (oiStrong) Al Weaponization of Al Moral issues in autonomous robd®obot
ethics Moral issues in selfiriving cars Moral Machine Quiz ()]

Personalization: Personalized recommerntdm, search and newsfeddtellectual
isolation associated with personalizati@bjective search resultsefBonalized
advertisementCrossdomain tracking (3L)

Code of Ethics:Ethical standards by international professional societies, IEEE Globa
Initiative on Ethics of Atonomous and Intelligent Systems, ACM Code of Ethics and
Professional Conduct. (3L)

Text Books,
and/or
reference
material

Text Books:

1.DJ Patil Hil ary Mason, Wi eaclkoy k @ &
Inc.; 1st edition (July, 2018).

2. P. Singer , CanRidge driversitaPRres3 ediidn ¢Febouary 2011)

ReferenceBooks:
1.Cathy O' Neil, AWeapons of Math Destr
Threat ens Oevwwds edidan (September 6, 2016).
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2John C. Havens, AHeartificial I ntel]l
Machi nesd, Tarcher Perigee; (February
3Wendel | Wal | ac h, Colin AlIl en, i Mor al
Oxford University Press; 1st edition (June 3, 2010).
4.Garry Kasparov, fnDeep Thinking: Wher
Creativity Berg lilshesliion (MByRp2D1i7)c Af f a i
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE 90** | Optical Networks | PEL 3 0 0 3 3

Prerequisites

Course Assessment methods (Continudssessment (CA), Miderm
(MT), End Term (ET))

Basic Concepts of Computer | CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%
Networks, and Algorithms

Course I COl1: To obtain a concept of optical networks and its advantages.
Outcomes 1 CO2: Understanding of ttdifferent optical network components.
1 CO3:To explore the different issues of optical networks tiketing and wavelength
assignment (RWA), virtual topology design, wavelength rerouting, Traffic groom
1 CO4: Understanding of the wavelength convertibégwork.
I COS5:Comprehend the multicast routing in optical networks
Egsgrse g Optical Networks Fundamentals Optical fiber principles,Advantages of opticd

networks Optical transmission system, Wavelength Division Multiplexing(WD®Rtical
network architecture®ifferentissuesn wavelengthroutednetworks. (05)

Optical Network Components: Couplers, Isolators & Circulators, Multiplexers & Filte
Optical Amplifiers, Optical Line Terminals (OLT), Optiddetwork Unit (ONU), Optical
add/Drop multiplexers (OADM), reconfigurable OADMS, Optical Cross Connects (O
Wavelength Converters. (04)

Routing and Wavelength Assignment (RWA) algorithms Mathematical formulatior
of the RWA problem, Route Selection algorithms, Wavelength Selection algorithms
wavelengthroute selection algorithm. Fairness and Admission Control, Distributed Cq
protocols. (06L)

Wavelength Convertible Networks Need for Wavelength Converters, Wavelen
convertible Switch Architecture, Routing in ConvertibMetworks, Performanc
Evaluation of Convertible networks, Network with Sparse Wavelength Conve
Converter Placement Algorithm. (O5L)

Wavelength Rerouting Algorithm:  Benefits of wvavelength rerouting, Issues
wavelength rerouting, Lightpath Migration, Rerouting Schemes, Rerouting algo
Auxiliary Graph (AG) algorithm, MWPG algorithm. (04L)

Virtual Topology Design: Physica and Virtual topology, Virtual topology desig
problem, Limitations on virtual topology, Mathematical formulation of the virtual topo
problem, Virtual topology design heuristics, Predetermined virtual topology and ligk

routes. (05L)
Virtual Topology Reconfiguration: Need for virtual topology reconfiguration, Virtu
topology reconfiguration heuristics. (03L)

Traffic Grooming: Basic concepts, Grooming node architecture, ILP formulationeo
traffic grooming problem, Different heuristics (MST, MRU, TGCP, etc) for the trg
grooming problem. (O5L)
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Optical Multicast Routing : Multicast routirg problem, different types of nodes to supg
multicasting, Network with full splitting and sparse splitting, Multicast Tree gener.
algorithms. (O5L)
Text Books, | yext Books:
and/or
reference 1. WDM OPTICAL NETWORKS Concepts, Design and algorithms
material by C. Siva Ram Murthy and Mohan Gurusamy (PHI)
2. Optical Networks: A Practical Perspective (3rd Edition) byRBRmaswami, K.
Sivarajan, G. Sasaki (Morgan Kaufmann Publishers)
Reference Books:
1. OPTICAL NETWORKS by Biswanath Mukherjee (TMH)
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE 90** | Opticaland PEL 3 0 0 3 3
Wireless
Communication
Networks
Prerequisites Course Assessment methods (Continuous Assessment (CAJ,dvtia
(MT), EndTerm (ET))
Computer Networks CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%o
Course 9 CO1: To understand the fundamentals of wireless networks
Outcomes § CO2: To explore the 4G and LTE networks
1 CO3: To learn the concepts of optical networks.
9 CO4: To achieve the knowledge @merging technologies.
 CO5: To understand the desigih hybrid opticalwireless networks
Topics ACCESS NETWORKS OVERVEIW: Access Technologies: DSL standards, Hybrid fi
Covered coaxial Cable, Modem, WLAN / IEEE 802.1A¢cess methods, WiMAX / 802.16, Optig
Access Networks, Passive Optical Networks: standards and Development;R@DIM (8)
Wireless Communication Networks: 3G Overview, Migration path to UMTS, UMT
Basics, Air Interface, 3GPP Network Architecture, 4Gtdems and challenges, 4
Technology path, IMS Architecture, LTIESystem ovengw. (8)
INTERNETWORKING BETWEEN WLANs AND 3GWANS: Internetworking
objectives and requirements, schemes to connect WLANSs and 3G netwtarksgtworking
architecture for WLAN and GPRS, LMDS, MMDS. (6)
PASSIVE OPTICAL NETWORKS ARCHITECTURES AND PROTOCOLS: PON
Architectures, Network Dimensioning and operation, Broadband PON: architecture, p
and Sevice, Bandwidth allocation. Gigabfapable PON. Ethernet PON Architectu
10GEPON PMD Architecture. (20)
OPTICAL ACCESS AND HYBRID OPTICAL -WIRELESS ACCESS NETWORKS:
TDM-PON Evolution, WDMOPON Components and NetworArchitectures, Hybrig
TDM/WDM-PON, WDMPON Protocols and Scheduling Algorithms, Hybrid Opfig
Wireless Access Network Architecture, Radio Over fiber architectures. (20)
Text Books, | text Books:
and/or
reference 1. Kaveh Pahlaanand Pr as hant PHiciplesohWiralessinetvdulé ,
material Unified A p p r q Rrenticé Hall.
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2. Mor ay R ULTEamYhe Evolution to 4G Wireless dgn and Measuremen
Ch al | ,QAgilgne Teéhnologies.

3. Leonid G. Kazovsky, Ning Cheng, WEao Shaw, @vid Gutierrez, ShingVa
Wond@oad@dband Opt i cal JohkhWieg and SoNse New dersdy

4. P. E. Green, Jr . ,,PeRcealyNJOpti c Net w

Reference Books:
2. G.E. Keiser, o0OptiMatawlfil. ber commun
3. Andrea GoldsmithdNireless Communicadin s 0 , Cambridge

4. R. Ramaswami, K. Sivarajan, G. SasakDpdical Networks: A Practicg
Perspectivé(3rd Edition) (Morgan Kaufmann Publishers)

Department of Computer Science and Engineering

Outcomes

Course | Title of the course Program | Total Number of contact hours Credi
Code Core t
(PCR) /
Electives | Lectur | Tutorial | Practica| Total
(PEL) e() [(M I (P) Hours
CS901 | Wireless Networks & Mobile | PEL 3 1 0 4 4
3 Computing
Prerequisites Course Assessment methd@ontinuous (CT) and end
assessment (EA))
Computer Networks CT+EA
Course CO1.: Introduce to the basic of Wireless Networks

CO2: Preparing the right background to take up research works in emerging wi
technologies and Internet of Things.
CO3: Handson experience on Wireless Networks & Mobile Computing
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Topics Covered

Module 1: Basic Introduction of TCP/IP Protocol Stack & Hands-on (4
Hours)

Introduction of TCP/IP Protocol Stack, Functionalities of each and every L:
Concept ofSocket. Difference between Wireless Networks & Mobile Computing
Analysis of TCP/IP stack using Wireshark.

Module 2: Wireless LAN (WiFi & Bluetooth) (10 Hours)

Bit transmission over Wireless, Vary Much different from Wired Network
Access in Shared/ledium, Difference between Wired MAC & Wireless MA
Different Type of MACs (a) Random MAC (b) Scheduled MAC,

Examples of MAC Implementation (WiFi ProtoceB02.11, Bluetooth Protocel
805.15)

Module 3: Adhoc & Delay Tolerant Network (12 Hours)
Reactive Routing, Proactive Routing, DSR Principle, AODV Principle, Loc{
Aware Routing.
Adhoc Network, Delay Tolerant Network, Opportunistic Network Introduct
Architecture & Applications, Routing AlgorithmisEpidemic, Prophet, Spray & Wa
Spray& Focus, Maxprop

Simulation Tool ONE Simulator

Module 4: 5G Evaluation & Applications: (10 Hours)

MTC, D2D Communication, Multihop D2D, Mulgarrier D2D:Machindype
communications: Fundamental techniques for MTiassive MTCi Ultra-reliable
low-latency MTC i Deviceto-device (D2D) communications Multi-hop D2D
communicationd Multi-operator D2D communication Simulation methodology
Evaluation methodology Calibrationi New challenges in the 5G modeling.

Module 5: Emerging Technologies & Cas&tudies (6 Hours)
Communication using Light (LiFi/VLC) & Sound signal, Opportunists Networks
Post Disaster Management, Drone base Communication System

Text Books,
and/or
reference
material

Text Books:

1. "Mobile Communication”, by Jochen SchilBEARSON EDUCATION LIMITED)

2. “"Wireless Networking” A kumar, D. m g
3. “Wireless Communication”, T. S. Rapi
References:

Research Papers
1. IEEE Infocom Tutorials slides by Prof. Nitin Vaidya.

Tools: Sniffer Tool (Wireshark)

1. OMNET
2. ONE
3. NS3

30| Page




M. TECH. IN COMPUTERENCE AND ENGINEGR

Department of Computer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE 90** | Smartphone PEL 3 0 0 3 3
Computing &
Applications
Prerequisites Course Assessment methods (Continuous evaluation (CE) and en
assessment (EA))
Computer Networks, CE+EA
Algorithms, Computer
Communication

Course 1 COl:Understanihg thebasics of how smartphones communicate and can be
Outcomes programmed
1 CO2:To have a knowledge on energy management and privacy/security related
smartphones
1 CO3 To understand different issues related to localization ananadglity
1 CO4: To explore different challenges in affective computing, activity and gesture
recognition
1 CO5: To explore the research domain of computing using smartphones
Topics Networking Basics:Wireless LAN, Bluetooth, WifiDirect, NFC
Covered Programming platforms: Overview of different mobile programming environmer

Difference with the classical programming practices, Introduction to mobile ope
systems, iOS, Android, Windows, Mobile application development.

Wireless Energy ManagementMeasuremenof energy consumption, WiFi Power Sa
Mode (PSM), Constant Awake Mode (CAM), Different Sleep States, WiFi En
management
Localization: User location and tracking system, Cell tower localization, Spot localizg
Logical location, Ambience fingerpriing, Wardriving, Localization without wadriving,
Indoor localization, Crowd sourcing for localization.

Context Sensing: ContextAware system, Automatic Image Tagging, Safety crit
applications (case study: determining driver phone use), Emdiigient Context Sensing
Contextual Ads and Mobile Apps.

Mobile affective computing: Human Activity and Emotion Sensing, Health Apps
Activity and Gesture Recognition: Machine Recognition of Human Activities, Mobi
Phones to Write in Air, Crowdsensing based activity recognition, Personalized G
Recognition, Content Rating, Recognizing Human without Face Recognition, -Rh¢
Phone Action Games, Interface desiguiss, Touchscreen, Gestlnased Input.

Mobility: Overview of Mobility models, Automatic Transit Tracking, Mapping, Arri
Time Prediction, Augmenting Mobile 3G with WiFi, Vehicular WiFi Hotspots, C
Offload

Privacy and Security: Authentication on Mobile Phones, Activity based Password, Fi
Taps usage dsingerprints, Location Privacy

Text Books, Text Books:

and/or 1. Smart Phone and Next Generation Mobile Computing (Morgan Kaufmann Se
reference Networking), Peiheng, Lionel Ni
material 2. Principles Of Mobile Computing, Hansmann, LotharMerk, Martin Niclous, Sto
3. Mobile Computing, Tomasz Imielinski, SpringezfBrence Books
References:

Papers from the ACM and IEEE digital libraries.
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Department of Computer Science & Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total

Electives (PEL) | (L) (M) (P) Hours
CSE High Performance | PEL 3 0 0 3 3
90XX Computing

PreRequisite Computer

Course Assessment methods (Continuous (CT) and end assessmg

architecture, OS and (EA))
Networking
CT+EA
Course 1 CO1: Provide systematic and comprehensive treatment of the hardware and the softwa
Outcomes performance techniques inwveld in current day computing.
1 CO2: Introduce the learner to fundamental and advanced parallel algorithms through th
and MIC programming environments
1 CO3: Provide systematic and comprehensive treatment of the components in the pipel
extract instruction level parallelism.
1 CO4:Provide a strong foundation on memory hierarchy design and tradeoffs in both uniprg
and multiprocessors.
Topics Graphics Processing Units Introduction to Heterogeneous Parallel Computi@PU architecture
Covaed | Thread hierarchsPU Memory Hierarchy. (8)
GPGPU Programming: Vector Addition, Matrix Multiplication algorithms. 1D, 2D, and 3D Sten
Operations. Image Prossing algorithm$ Image Blur, Grayscaling. Histogramming, Convolution, Sg
Reduction techniques. (8)
Many Integrated Cores Introduction to Many Integrated Cores. MIC, Xeon Phi architecflineead
hierarchy. Memory Hierarchy. Memory Bandwidth and performance considerations. (8)
Xeon Phi Programming Vector Addition, Matrix Multiplication algorithms. 12D, and 3D Stenci
Operations. Image Processing algorittinisage Blur, Grayscaling. Histogramming, Convolution, Sq
Reduction techniques. (8)
Shared Memory Parallel Programming: Symmetric and Distributed architectures. Open
Introduction. Thread creation, Parallel regions. Worksharing, Synchronization (5)
Message Passing Interface MPI Introduction. Collective communication. Data grouping fq
communication. (5)
Text Text Books:
Books, 5. WenMei W Hwu, David B Kirk,Programming Massively Parallel Processors A Hamus
and/or Approach, Morgann Kaufmann, 3e.
reference 6. Rezaur Rahman, Intel Xeon Phi Coprocessor Architecture and Tools, Apress Open, 201
material 7. Barbara Chapman, Gabriele Jost, Ruud van der Pas, Using OpenMP, MIT Press, 2008.
Department of Computer Science & Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
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CSE Wireless sensor & | PEL 3 0 0 3 3
90XX Adhocnetworks
PreRequisite Data Course Assessment methods (Continuous (CT) and end assessmg
Communication and Computer| (EA))
Networks
CT+EA

Course 1 CO1: To understand the WSN node Architecture and Network Architecture
Outcomes 1 CO2:Toidentify the Wireless Sensor Network Platforms

1 CO3:Explain fundamental principles of Aldbc Networks

I CO4: Discuss a comprehensive understanding ¢had network protocols
Topics Introduction : Introduction to Wireless Sensor Netwo(MgSNs) Motivation, Performance Requiremet

Covered

Diverse applicationsAd-hoc Wireless Networks Introduction, Issues inldat Wireless Networks, Ad
hoc Wireless Internet; MAC Protocols for Awc Wireless Networks: Introduction, Issues in Design
a MAC Protocol, @sign Goals of MAC Protocols |&sification of MAC protocols
4)

Wireless Sensor Network Architecture:Hardware componmgs, Energy consumption of sensor nod
Motes, Sensor Deviss, Types of Sensors, Sensopedfication Operating systems and execulti
environments Sensor network scenarios, Design principles for WSNs, Service interfaces of \
Gateway concepts 3)

Localization and positioning Properties of localization and positioning proceduPessible approache
(Proximity, Trilateration and triangulation Scene analysjs Mathematical basics for the laterati
problem Single-hop localizationPositioning in multihop environments (5)

Topology control: Motivation and basic ideag€ontrolling topology in flanetworksi Power contral
Hierarchical networks by dominating setdierarchical networks by clusterin@ombining hierarchica
topologies and power contrdddaptive node activity (5)

Routing protocols. Forwarding and routingenergyefficient unicastouting, Geographic and Rando
Routing, Clustering Algorithmsn routing, Fault Tolerace in Wireless Sensor NetworkRpouting
Protocols for Adhoc Wireless Networks Introduction, Issuediesigning a Routing Protocol for Atc
Wireless Networks; Classification of Routing Protocols; Table Driven Routing ProtocolBe®and
Routing Protocols, Hybrid Routing Protocols, Hierarchical Routing Protocols and fPoveee Routing
Protocols. (12)

Transport layer and Quality of Service (QoS): Coverage and deploymerRReliable data transpor
Single packet deliveryBlock delivery Congestiorcontrol and rate controlEnergy Management in Ad
hoc Wireless Network<Classification of Energy Management Schenizdtery Management Scheme
Transmission Management Schemes, System Power Management Schemes (10)

Security in Ad-hoc Wireless Networks:Issues and Challenges in Security Provisioning, Netw
Security Attacks, Key Management anctc@e Touting Adhoc Wireless Networks. )

Text
Books,
and/or
reference
material

Text Books:

8. H. Karl and A. Willig, Protocols and Architectures for Wireless Sensor Netwatkiey
Publishers , 2005

9. E. H. Callaway, Jr. E. HCallaway,Wireless Sensor Networks Architecture and
Protocols; CRC Press , 2009

10. Ozan K. Tonguz and Gianguigi Ferrari: Adc Wireless Networks, John Wiley, 2007.

11. Xiuzhen Cheng, Xiao Hung, Dirghu Du: Adhoc Wireless Networking, Kluwer Academ
Publishes, 2004.
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Department of Computer Science and Engineering

Course | Title of the course Program | Total Number of contact hours Credit
Code Core

(PCR) /

Electives | Lecture| Tutoria | Practical| Total

(PEL) L) I(T) (P) Hour

S

CSE Basics of IoT & ItsApplications | PEL 2 1 0 3 3
9013

Prerequisites

Course Assessment methods (Continuous (CT) and end
assessment (EA))

Computer Networks CT+EA

Course
Outcomes

CO1: Introduce to the basic of of Wireless Networks

CO2: Preparing the right background to takeegearch works in emerging wireless
technologies and Internet of Things.

CO2: To introduce the scopes of using sensing, edge computing, Machine learni
mechanisms in pervasive cyber physical systems.

CO3: Able to understand the innovation opportunitioin application segments.
CO4: Handson experience on Wireless Networks & Mobile Computing

Topics Covered

Module 1: Introduction to loT and Sensing (8 Hours)

Introduction to IoT, Sensing, Edge computing, Data processing, Learning.

Different type ofsensors, working principal of some sensors like Ultrasonic
sensor, Thermal Sensors, Infrared Sensors, Pollutant Sensors, Ph, Turbidi
Dissolved oxygen sensor, Temp, water flow sensors etc.

Module 2: Sensing in 0T & Edge Comput{égHours)

Open sourcéardware, Play with Sensors using Arduino Programming, Loc
data processing using Raspberry Pi/Uddo Neo, Play with different Network
Modules (Bluetooth, WiFi, GSM/GPRS)

Module 3: Communication in 1010 Hours)

Concept of TCP/IP protocol Stack, 802Rrbtocol (WiFi Network), LoRa Networlk
Visible light Communication, Socket Programming, Wireshark Tool.

Module 4: 10T Protocols (6 Hours)
QUIC Protocol, CoAP, MQTT
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Module 5: Case Study (12 Hours)

Case Study 1(activity ldentification) Human Activity using Ultra sonic
Sensors/Thermal Sensors,

Case Study AEnvironment Monitoring) Pollution Monitoring and
Forecasting in Indoor and Outdoor,

Case Study JRoad Transportation System)important Pols using GPS trails
Road Speed Identifation, Street Light Monitoring

Case Study 4Challenged Networks)offline Crisis Mapper Design
Case Study 4(Agriculture ) offline Crisis Mapper Design using ChatBot

Text Books, Text Books

and/or 1. "The Internet of Things: EnablinBechnologies, Platforms, and Use Cas
reference by Pethuru Raj and Anupama C. Raman (CRC Press)
material 2. "Internet of Things: A Handen Approach”, by Arshdeep Bahga and Vi

Madisetti (Universities Press)

Department of Computer Science and Engineering

Course | Title of the course Program Core Total Number of contact hours

Code (PCR) / Lecture| Tutorial | Practical| Total | Credit
Electives (PEL) (L) (M (P) Hours

CSE Cloud Computing

90XX PCR 3 0 0 3 3

Prerequisites: Course Assessment methg@ontinuous Assessment (CA), Mitkrm
(MT), End Term (ET))
CA+ MT + ET [CA: 15%, MT: 25%, ET: 60%]

Course At the completion of this course students will be able to:

Objective CO1: The fundamental ideas behind Cloud Computing, the evolution pathdigm, its
applicability; benefits, as well as current and future challenges.

CO2: The basic ideas and principles in data center design; cloud management techni
and cloud software deployment considerations.

CO03: Understand the concept of virtualiaatand how this has enabled the developmen
Cloud Computing.

CO04: Understand scaling, Storage model, Data processing service and cloud security
Topics UNIT-I: Cloud Computing Overview: Origins of Cloud computihdCloud components
Covered Essent@l characteristicsi On-demand seiService, Broad network access, Locat
independent resource pooling ,Rapid elasticity , Measured service, Comparing
providers with traditional IT service providers, Roots of cloud computing, Cloud Archite
influencesi High-performance computing, Utility and Enterprise grid computing, C
scenariosi Benefits: scalability ,simplicity ,vendors ,security, LimitationsSensitive
information - Application developmentsecurity level of third party security beefits,
Regularity issues: Gernment policies. (8L

UNIT-II: Cloud Architecture Layers and Models Layers in clarchitecture, Software ag
Service (SaaS), features of SaaS and benefits, Platform as a Service ( PaaS ), feature
and benefits, Infrastructure as a Service ( laaS), features of laaS and benefits,
providers, challenges and risks in cladbption. Cloud deployment model: Public cloiid
Private cloud$ Community clouds Hybrid clouds- Advantages of Cloud computing.L(8
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UNIT-IIl: Management of Cloud Services: Reliability, availability and security of ser
deployed from the cloud. Performance and scalability of services, tools and technologi
to manage cloud services deployment; Cloud Economics: Cloud Computing infrastr
available for implementing cloud based services. Economics of choosingadsform for
an organization, based on application requirements, economic constraints and busine
(10L)

UNIT-1V: Defining the Clouds for Enterprise: Storage as a service, Database as a

Process as a service, Information as a service, Integration as a service and Testing as
Scaling cloud infrastructure Capacity Planning, Cloud Scale. LayeredtdD®rocessing
Approachi Cloud, Fog and Edge. I(§

UNIT-V: Cloud Storage- Global storage management locations, scalability, operat
efficiency. Global storage distribution; terabytes to petabytes and greater. Policy
information management; metadata attitudes; file systems or object stotgge. (4

UNIT-VI: Cloud Security: Confidentiality, privacy, integrity, authentication,-nepudiation,
availability, access control, defence in depth, least privilege,these concepts apply in th
cloud, what these concepts mean and their importance in PaaS, laaS and SaasS.
authentication in the cloud; Cryptographic Systegwnmetric cryptography, stream ciphe
block ciphers, modes of operation, pulkiEy ciyptography, hashing, digital signaturé
public-key infrastructures, key management, X.509 certificates, OpenSSL.-tkhdiicy
issues, Virtualized System Specific Issuet.) (6

Text Books,| Text Books:
and/or Cloud computing a practicapproach Anthony T.Velte , Toby J. Velte Robert Elsenpete
reference TATA McGraw- Hill.
material Cloud Computing (Principles and Paradigms), Edited by Rajkumar Buyya, James Bro
Andrzej Goscinski, John Wiley & Sons, Inc
Department of Computer Science &Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M) (P) Hours
CSE Data Warehousing | PEL 3 0 0 3 3
90XX

PreRequisite Database

Course Assessment methods (Continuous (CT) and end assessmg

Management System (EA))
CT+EA

Course 1 COZ1: Tointroduce basic principles, concepts and applications of data warehousing
Outcomes 1 CO2: To introduce mathematical statistics foundations in data warehousing

1 CO3: Understand the design of data warehouse with dimensional modeling

1 CO4: Apply OLAP operations and its advanced applications
Topics Introduction : Moving toward the Information Ag&volution of InformatioriTechnoloy, Different types
Covered | of data (Database Data, Data Warehouses, Transactional@i¢a, Kinds of Datg Database System

and Data WarehouseBata warehousing applications

Getting to Know Your Data: Data Objects and Attribute Typédominal Attributes, Binary Attributes
Ordinal Attributes, Numeric AttributesDiscrete versus Continuous AttributesBasic Statistical
Descriptions of Data (Measuring the Central Tdency: Mean, Median, and Mod®easuring the|
Dispersion of Data: Range, Quar tiles, Variance, Standarcifb@vj and Inter quartile Rangéjeasuring
Data Similarity and DissimilarityData Matix versus Dissimilarity Matrix,Proximity Measures for
Nominal AttributesProximity Measires for Binary AttributesDissimilarity of Numeric Data: Minkowski

)

36| Page




M. TECH. IN COMPUTERENCE AND ENGINEGR

Distance Proximity Measures for Ordinal AttributeBissimilarity for Attributes of Mixed TypesCosine
Similarity), (6)

Data Preprocessing Data Quality,Major Tasks in Data Preprocessjifzata CleaningMissing Values,
Noisy Data,Data Cleaning as a ProcgsBata Integration(Entity Identification ProblemRedundancy
and Correlation Analysis, Tuple Duplicatiobata Value Codict Detection and Resolutign Data
Reduction(Attribute Subset SelectioRegression and Leginear Models: Parametric Data Reduc)io
Histograms Data Transformation and Data Discretizati@ata Transformation Strategies Overviey
DataTransformatiorby NormalizationDiscretization by Binniny (6)

Data Warehouse:What Is a Data Warehouse? Differences betw@perational Datadse Systems an
Data WarehousedBBut, Why Have a Separate Data Warehoude&ta Warehousing: A Multiiered
Architedure, Data Warehouse Model€nterprise Warehouse, Data Mart, and Virtual Wareho
Extracton, Transformation, and LoadjrMetadata Repositorpata Warehouse Design and UsaBata
Warehouse Design Proce$3ata Warehouse Usage for Information Processth@usiness Analysig
Framework for Data Warehouse Design (6)

Data Warehouse Modeling:Data Cie and OLAPData Cube: A Multidnensional Data Modebtars,
Snowflakes, and Fact Constellations: Scheraa$ultidimensional Data Model&imensionsThe Role
of Concept Hierarchiedleasures: Their Categorization and Computation (4)

OLAP Operations: Typical operations in OLAPA Starnet Query Model for Qugng Multidimensional
Databasedrrom Online Analytical Processirig Multidimensional Data Mininghdexing OLAP Déga:
Bitmap Index and Join Indexfficient Processing of OLAP Querie©LAP Server Architectureg
ROLAP versus MOLAP versus HOLAMata Generalizatiohy Attribute-Oriented InductionAttribute-
Oriented Indation for Data Characterizatio&fficient Implementatiorof Attribute-Oriented Induction
Attribute-Oriented Inductiorior Class Comparisons  (6)

Data Cube Technology Data Cube Computation: Preliminary Conceffsibe Materialization: Ful
Cube, Iceberg he, Closed Cube, and Cube Shekneral Strategies for Data Cube ComputatioData
Cube Computation Mettds: Multiway Array Aggregtion for Full Cube ComputatioBUC: Computing
Iceberg Cubg from the Apex Cuboid DownwardgtarCubing: Computing Iceberg Cubes Ugia
Dynamic StafTree Structure,Precomputing Shell Fragments for Fast HiDimensional OLAR
Processing Advanced Kinds of Queries by Exploring Chéehnology,Sampling Cubes: OLR-Based
Mining on Sampling Data, Ranking Cubes: Efficient Computation of T&p Querie

®)

Multidimensional Data Analysis in Cube SpacePrediction Cubes?rediction Mining in Cube Spac
Multifeature Cubes: Complex Aggyation at Multiple GranularitiegxceptionBased, Discoverpriven
Cube Space Exploration (4)

Text Text Books:
Books, 1. Building The Data Warehouse, W. H. Inmon, Wiley Computer Publicadiah,
and/or Edition.
reference 2. Data Modeling Techniques for Data Warehousing, Chuck Ballard, Dirk Herrema|
material Don Schau, Rhonda Bell, Eunsaeng Kim, Ann Valencic, IBM Red Book, Februar

1998

3. The Data Warehouse Toolkit: The Complete Guide to Dimensional Modeling, Ra
Kimball & Margy Ross, Wiley Computer Publication, 2nd Edition
Department of Computer Science & Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours

CSE Data Warehousing | PEL 3 0 0 3 3
90XX
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PreRequisite Database
Management System

Course Assessment methods (Continuous (CT) and end assessmg
(EA)

CT+EA

Course
Outcomes

COL1: To introduce students to the basic concepts and techniques of Data Mining.
CO2: To introduce a wide range of clustering, estimation, prediction, and classification
algorithms.

1 COa3: introduce mathematical statistics foundations of the Data Mining Algorithms

1 CO4: Apply data mining techniques in inter-disciplinary areas

f
f

Topics
Covered

Introduction ; Data Mining as the Evation of Information TechnologyWhat Kinds of Data Can B
Mined? What Kinds of Patterns Can Be Mined? Technologies idstata miningDifferentApplications
in data mining, Major Issues in Data MininBata Mining and SocietyBasic concepts on Dat
Warehousing  (2)

Mining Frequent Patterns, Associations, and CorrelationsBasic ConceptsFrequent Itemsets, Closq
Itemsets, and Association Rul&priori Algorithm: Finding Frequent Itemsets/ iConfined Candidatg
GenerationGenerating Associain Rules from Frequent ltemsels)proving the Efficiency of Apriori,
A PatternGrowth Approah for Mining Frequent Itemsetslining Frequent Itemsetssing Vertical Datag
Format,Mining Closed and Max PatterrBattern Evaluation Methods (6)

Classification: Basic Concept$§What Is Classificationeneral Approach t€lassification, Decision
Tree Induction, Bayes Classification Methods, RBésed Classification, Metrics for Evaluatil
Classifier Performance, Techniques to Improve Classification Accuracy (8)

Advanced classification methods Bayesian Belief Networks, Classification by Backpropagat
Support Vector Machines, Lazy LearnersNkarestNeighbor Classifier), Multiclass Classificatio
SemiSupervised Classification,aBic concepts of Active Learning and Transfer Learnind8)

Cluster Analysis: Basic Concepts and MethgdBartitioning Methodgk-Means: A Celroid-Based
Technique, k-Medoids: A Repremtative ObjecBased Technique), Hierarchical Methods
Agglomerativevs. Divisive Hierachical ClusteringDistanceMeasures in Algorithmic MethodBJRCH:
Multiphase Hierarchical Clusteringsing Clustering Feature TreeBensityBased Method6DBSCAN:
DensityBased Clustering Based on Cewcted Regions with High Densitylrid-Based Methodg
CLIQUE: An Apriori-like Subspace Clustering Methodvaluation of Clustering8)

Advanced Cluder Analysis: Probabilistic ModeBased ClusteringFuzzy Clusters)Clustering High
Dimensional DatgProblems, Challenges, and Major MethodologieSlustering Graph and Networ
Data (Applications and Challenges, Similarity Measures, Graph Clusterinfdds), Clustering with
Constraints (6)

Outlier Detection: Outliers and Outlier Analysis, Types of Outliers, Challenges of Outlier Deteq
Outlier Detection Methods (Supervised, Se®upervised, and Unsupervised Methods, Statis
Methods, ProximityBased Methods, Clusterififased Approaches, ClassificatiBased Approacheg

4

Text
Books,
and/or
reference
material

Text Books:
4. Data Mining Concepts and Techniqueawei HanMicheline KambemndJian Pei
Morgan Kaufmann Publishers, ElseviBiSA.
5. Mehmed Kantardzi c,
and Sons, USA, 2003.

iData Mining Cong

Department of Computer Science & Engineering

Course
Code

Title of the course | Program Core Total Number of contact hours Credit

(PCR)/ Lecture | Tutorial| Practical
Electives (PEL) | (L) (T) (P)

Total
Hours
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CSE
90XX

Big Data Modelling | PEL 3 0 0 3 3

and Management

PreRequisite Database
Management System

Course Assessment methods (Continuous (CT) and end assessmg
(EA)

CT+EA

Course
Outcomes

1 CO2: Understand the necessity of Big Data Infrastructure Plan in Information System

Design

CO1: Recognize different types of data elements 1 structural issues, characterization
issues, modelling issues

1 COa3: Identify the frequent data operations required for various types of data

1 CO4: Apply technigues to handle streaming data

f

Topics
Covered

Introduction : Big data attributes and Definitions, Data Varietgtructured, Sermstructured and

Unstructured, Defining Big Data from 3Vs té\& - Data Domain, Business Intelligent (BI) Domain,
Statistics Domainintroduction of big data platformsétado@, HDFS, MapReduce, Spark, Google Filg
System (GFS) and HDFS. 4)

Database Techniques for Big DataBig data managemenData ingestion, Data staya, Data quality,
Data operations, Data scalability and security; Big data management se@atascleansing, Data
integration; Storage model8lock-based storage, Fileased storage, Objebased storage; Data
Models- Navigational Data Models, Relahal Data Models, XML, Canonical Data Model, NoSQL
Movement,NoSQL Solutions for Big Data Management. (6)

NoSQL Data Models Key-Value Stores, ColumBased Stores, Gragbased Stores, DocumeBasel
Stores. (6)

Operation On NoSQL DatabasesCRUD operation$ Creating, Updating, Accessing and Deleting
Data; Queryi Non-DBMS Vs DBMS Approaches, Declarative Query Language (DQL), Hive Query
Language (HQL), Cassandra Query Language (CQL), Spark SQL, Query for Document Store dal
MapReduce functioality; Transaction Managemeiitsolation Levels and Isolation Strategies, BASE
Theorem, CAP Theorem. (8)

Modelling Streaming Data: Data streanand data model versus data format, Use cases of stream

processingData streaming system®ata harvesting, Data processing, Data analytics; Importance
implications of streaming data, streaming data solutions, Exploring streaming sensor data, étiady.
streaming data. 4)

Resource Management in Big Data Processing Systenigipes of Resource ManageméntPU,
Storage, NetworlkBig Data Processing Systems and Platforms, Big data and Cloud Resdsirtgs
Resource Management, Mutgésource Management 4)

System Optimization for Big Data ProcessingBasic Frameork of the Hadoop Ecosystefarallel
Computation Framework: MapRedudab Scheduling of Hadooperformance Optimization of HDFS
Performance Optimization of HBadeerformance Enhancement of Hadoop System. 4)

Security and Privacy in Big Data: Secure Queries Over Encrypted Big Dafdreat Model and Attach
Model, Secure Query Scheme in Clouds, Security Definition of hislesed Secure Query Technique
Implementations of IndeBased Secure Query Techniquesgyacy on Correlated Big Dat (4)

Text
Books,
and/or
reference
material

Text Books:
6. Big DataPrinciples and ParadignRajkumar Buyya; Rodrigo N Calheiros; Amir
Vahid Dastjerdi Elsevier/Morgan Kaufmann, Cambridge, MA.
7. HandsOn Big Data Modelling, James Lee, Tao Wei, Sutesmar Mukhiya, Packt
Publishing ISBN: 9781788620901

Department of Computer Science & Engineering
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Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE Business Process PEL 3 0 0 3 3
90X5 Modelling &
Analysis

PreRequisite Basic Knowledge Course Assessment methods (Continuous (CT) and end assessmg
of Unified Modelling Language| (EA))

CT+EA
Course 1 CO1: Learn the sharddnguage and notations that are usethbyrmation
Outcomes Technology (IT)specialisto communicatevith business stakeholders.
1 CO2: To obtain a comprehensive idedManage analyze, desigrimprove and
reengineer business processeimdustry setting scenarios.
T CO3:Understandhe core concepts dlusiness processes and their components
and toapply process analysis concepts and techniques
1 CO4: Understand how thieusiness process modwehyinterface with business
process management sedtre suites (BPMS), serviaiented arhitecture
platformsand other modern IT infrastructure platform software
Topics Introduction to Business Process Managementingredients of a Business Process, the busi
Covered process LifecycleProcessdentification- Key Processes, Designing a Process Architecture, Cong

Case/Function Matrices, Simple Case stud@s.

Process Modelling FoundationBusiness Process Modelling and Notations (BPMN) core conc
Branching and Merging, Exclusive Dsimins, Parallel Execution, Inclusive Decisions, Informat
Artefacts (4)

Advanced Process Modelling Process Decomposition, Process Reuse, Process Rewor
Repetition; Handling Events, Handling Exceptions, Processes and Business Rules,
Choreogaphies and orchestratiof#)

Process Discovery:The Setting of Process Discovery, Discovery MethedBvidenceBased
Discovery, InterviewBased Discovery, Worksheased Discovery, Strengths and Limitatio
Process Modelling Methodldentify the Procss Boundaries, Activities, Events, Resources Cor
Flow and Additional Elements, Process Model Quality Assuréice

Process AnalysisQualitative analysis Value-Added Analysis, Root Cause Analysis Cdlsiect
Diagram, WhyWhy Diagram, Quantitative Aalysis- Performance Measures, Flow Analys
Calculating Cycle Time,

Queueing Theory, Process simulati{s).

Process Based analysistntroduction to Analytical Hierarchy Process and Analytical Netw
Process(3)

Process RedesignThe Essence d?rocess Redesign, Heuristic Process Redesign, Business B
Operation Heuristics, Business Process Behaviour Heuristics, Organization Heuristics, Info
Heuristics

Deriving business Process from a Product Data M¢xjel

Process Automation:Automaing Business ProcesseBPMS and Architecture of BPMS; Worklog
Reduction, Flexible System Integration Execution Transparency, Rule Enforc€ient,

Process Intelligence:Process Execution and Event Logs, Automatic Process Disceving U-
Algorithm, Robust Process Discovery; Performance Analysis Time Measurement, Cof
Measurement; Quality Measurement, Flexibility Measurement; Conformance Cheek
Conformance of Control Flow, Data and Resou(&¢s
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Text Books,
and/or
reference
materal

Text Books:

1. Fundamentals of Business Process Manageratitors: Marlon Dumas Marcello La
Rosa, Jan Mendling, Hajo A Reije&pringer Heidelberg New YoykSBN 9783-642-

331428

2.BUSINESS PROCESS MODEL AND NOTATION SPECIFICATION VERSION 2.0

[https://www.omg.org/spec/BPMN/2.0/AbeBPMN/]

3. Business Process Management For Dummies®, 4th IBM Limited Edition
Published bylohn Wiley & Sons, Inc.

Department of Computer Science & Engineering

Course
Code

Title of the Program Core Total Number of contact hours

course (PCR) / Lecture Tutorial Practical Total

Electives
(PEL) (L) (M P) Hours

Credit

CS 90XX

Complex PEL 3 1 0 4
Network Theory

Algorithms

Pre-requisites: Course Assessment methods (Continuous (CT) and end
Probability & Statistics, assessment (EA))

CSE 1001

CT+EA

Course
Outcomes

A co1:To explain why a general graph theory course fails to deal with
structure and dynamics of large -scale real -world networks

A co2: To introduce different parameters for understanding complex
network

A Co03: To understand and analyses the structure and dynamics of
complex networks

A Co4: To understand different growth models

A cos: To study different processes and applications on comp lex
network

Topics
Covered

Basic Concepts related to Social Networks: Small world effect,
transitivity and clustering, degree distribution, scale free networks, maximum
degree; network resilience; mixing patterns; degree correlations; community
structures; network navigation. (6)

Centrality measures, Node Popularity, Page R ank algorithm, Spectral Graph
Theory. (6)

Community Structure Analysis - Basic concepts of network communities,
various community finding approaches like Girvan -Newman Algorithm,
Spectral Bisection Algorithm, Radicchi Edge Clustering Algorithm (for binary

well as weighted graphs), Wu -Hubermann Algorithm, and Random Walk based
Algorithm. (6)

Random Graphs  -Poisson random graphs, generating functions, emergence of
giant component, power  -law degree distribution, bipartite graph. (10)

Random walk on Graphs - Limitations of page rank, page rank++, HITS,
Chinese Whispers, Affinity Propagation algorithm. (6)

Processes taking place on Networks - Percolation theory and network
resilience, Epidemiological processes. (8)

as
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Text Books, TEXT Books:
and/or 1. Guido Caldarelli, Scale -Free Networks, Oxford University Press, Oxford
reference (2007)
material 2. S. N. Dorogovtsev and J. F. F. Mendes, Evolution of Networks, Oxford
University Press, Oxford (2003)
REFERENCE Books:
1. M. E. J. Newman, The structure and functio n of complex networks,
SIAM Review 45, 167 -256 (2003).
2. R. Albert and A. L. Barabasi Statistical mechanics of complex networks.
Rev. Mod. Phys., Vol. 74, No. 1, January 2002.
Department oComputer Science & Engineering
Course Title of thecourse | Program Core | Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M) (P) Hours
CS9021 Soft Computing PEL 3 1 0 4 4
Prerequisites Course Assessment methods (Continuous (CT) and end assessm
(EA)
Discrete Mathematics, CT+EA

Probability and Statistics,
Optimization

Course
Outcomes

CO: Conceptualize and parameterize various problems to be solved throughsdfig

computingtechniques.

CO: Apply fuzzy logic and reasoning to handle uncertainty to solve various enging

problems.
CO: Analyze various neural network architectures and learning rules
CO: Apply genetic algorithms to combinatorial optimization problems.

CO: Identify, selecend implement a suitable soft computing technique to solve the re

problem
CO: Use various tools to solve soft computing problems.
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Topics
Covered

Introduction to Soft Computing: Characteristics of soft computingpft computing vs
hard computingsoft computing constituenttiybrid computingsome applicationsfg
soft computing techniques. 3L

Fuzzy Logic Crisp Sets vs. fuzzy sets, membership functi@msracteristics of fuzz
sets,Operations on fuzzy sets, Fuzzy Variable, Fuzzy Extension principles, Fuzz
Crisp relations, Operations on Fuzzy Relations, Composition and Decomposit
Fuzzy Relations. Fuzzy Measures an Fuzzy Arithmetic, Fuzzification and
Defuzzification FuzzySystem, Fuzzy Inference /Approximate reasoning, fuzzy dec
making.Applications: Pattern Recognition, lgeaProcessing and Controller. 12L
Neural Networks: Introduction to Neural Networks, Biological Neural Networ
McCulloch Pitt model,Neuron and & model, Ativation functions, Learning rule
Supervised Learnin@ingle Layer and Multlayer perceptron, Delta learning rule, Bg
Propagation algorithm,Unsupervised Learningdebbian Learning, Competitiv
learning, SeHorganizing Maps12L

Evolutionary Computing and Genetic Algorithm:Optimization and Some Tradition
Methods.Evolutionary Computing, Basic concepts and working principle of simpl
(SGA), Genetic Operators: Selection, Crossover and Mutation, Algorithm and flow
of SGA, Encoding &Decoding, Population Initialization, Objective/fitness Functi
Applications: TSP. Multobjective Genetic Algorithm (MOGA)Multi-objective
optimization problems (MOOPsEonflicting objectivesNon-Pareto and Paretoased
approaches to solve mutibjective optimization problem@bjective space and variah
space, Domination, Pareto front, Pareto Set, N3IGANon-domination Sorting
Crowding distance operatdr2L

Hybrid Systems Integration oheural networks, fuzzy tpc and genetic algorithms. 3
Suggested Simulation/Experimentsising Matlab/Python Lib: Study of neural netwg
toolbox and fuzzy logic toolbox, Simple implementation of Artificial Neural Netw
genetic Algorithm and Fuzzy Logi

Text
Books,
and/or
reference
material

Text Books:
1. S. Rajsekharan and Vijayal akshmi Pa
Al gorithm: Synthesis and Applicat.i
2. S.N. Sivanandam& S.N. Deepa, Principles of Soft Computitgy Publications,
2nd Edition, 2011.

3. Ti mot hy J. Ross, fAFuzzy Logic with

4. K. Deb, Multi-objective Optimization using Evolutionary Algorithms, Wiley Indi

Reference Books:

5. George J Klir, Bo Yuan, Fuzzy sets & Fuzzy Loditieory & Applications, PH
Publication, 1st Edition, 2009.

6. NeuroFuzzy Systems, Chin Teng Lin, C. S. George Lee, PHI.

7. Fuzzy Logic: A Pratical approach, F. Martin, Mc neill, and Ellen Thro,
Professional, 2000.

8. An Introduction to Genetic Algorithms, Mel@nMitchell, MIT Press, 2000.

9. NeuroFuzzy and soft Computing,-3. R. Jang, CT. Sun, and E. Mizutani, PH
Learning, 2009.

10. Neural Networks and Learning Machines, (Bdh.), Simon Haykin, PHI.

11.Fuzzy Logic with Engineering Applications (3&tin.), TimothyJ. Ross, Willey
2010

12. Foundations of Neural Networks, Fuzzy Systems, and Knowldge Engine
Nikola K. Kasabov, MIT Press, 199€.,

Department of Computéngineering |
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Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CS Pattern PEL 3 1 0 4 4
90XX Recognition (G.
Sarker)

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and en
assessment (EA))

Atrtificial Intelligence

CE+EA

Course
Outcomes

E R

COLl: Idea abouPattern and Pattern Claddesign of Pattern Recognition System
CO2: Idea oinstar , Outstar, Groups of Instar and Outsifferent types of
Memories.

COa3: Concept of Feedforward, Feedband Competitive Learning Network
CO4:Concept ofComplex PR Tasks: RBBF Netwd¢ for Pattern Classification
CO5 : Idea ofemporal Pattern Recoditin: Concepts

Topics
Covered

===

10.

Pattern and Pattern Clas®esign of a Pattern Recognition Syst&yntactic and
Decision Theoretic Approach, Bayesian Decision Theory, Continuous Features,
Risk and Loss

Parametric and Non Parametric Methodslistogram Method- Kernel Based
Methods—K- Nearest Neighbar Method -- Probabilistic Neural Netork base on
Parzon Window.

Basics of ANNInstar , Outstar, Groups of Instar and Outstar, Different types of
Memories.

Pattern Recognition Tasks and Pattern Recognition Problen@ifferent PR Tasks |
FF, FB and Competitive Learning Network, Pattern Cingtdfeature Mapping
Problem, Different Feature Mapping Network, Self Organizing Network.
FFANN:FF ANN: Pattern Associati on
Network.

Single and Multilayer Network Gr adi ent Descent
Fixed Increment Learning, Variable Increment Learning, Support Vector
Machine(SVM), Multilayer Neural Networks, Unsupervised Learning.
FB ANN:Pattern Association, Pattern Storage, Pattern Environment Storage, Au
association , Hopfield Network, Cagity and Energy of a Hopfield Network, State
Transition Diagram, Stochastic Network and Boltzmann Machine.

Competitive Learning NetworkPattern Storage, Pattern Clustering Network,

Minimal Learning, Malsbg Learning and Leaky Learning

Net w

fhm,o c

Complex PR TaskBBF, RBF Network for Pattern Classification, Advantages of
over MLFF ANN, CPN Network

Temporal Pattern RecognitionConcepts, Problems in temporal sequence,
Architecture for temporal PR Tasks, Avalanche Siractlordon Network, Fully
Connected Recurrent Network, Difference between Avalanche Network and Jor
Network.

Department of Computer Science and Engineering

Course
Code

Title of the course

Program Core | Total Number otontact hours Credit
(PCR)/ Lecture | Tutorial | Practical

Electives (PEL) | (L) (M (P)

Total
Hours
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CSE 90** | Biomedical Signal | PEL 3 0 0 3 3
and Image
Processing

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and en
assessment (EA))

Linear algebra, Calculus, CE+EA
Probability and statistics, Signg

Processing.

Course
Outcomes

CO1:Understanohg the biomedicasignals and images and their characteristics.

CO2:To have a knowledge on the artifacts and noise present the biomediedd sig

and images.

1 CO3 To understand different issues to be handled for processing and enhancing
biomedical signals and images for proper analysis.

1 CO4: To understand different mathematical and transformation techniques for
processing and enhancing biedical signals and images

1 CO5: To explore the research domain of biomedical signal and image processin

T
T

Topics
Covered

The nature biomedical signals and imaged he action potential of a cardiac myocwgted
neuron,electroneurogram (ENGglectrocardiogram (ECG), electroencephalogram (ER
electrogastrogram (EGG)phonocardiogram (PCG); speech signidle vibromyogram
(VMG); vibroarthrogram (VAG);

Imaging Modalitiesultrasound, Xray, CT, MRI, PET, and SPECT. (6)
Fundamentals of Signal and Image Processing

Data Acquisition:Sampling in time, aliasing, interpolation, and quantization.
Transformdomain analysis of signals and systems

Laplace Transform and its Applicationstiansform and itepplications.

Linear Shift Invariant (LSI) Systems, Impulse Response, Transfer functBiability, Poles
and Zeros.

DTFT: The discretdéime Fourier transform and its properti€sgnal spectra.

DFT: The discrete Fourier transform and its properthesfast Fourier transform (FFT)
Extension of DFT for 2D image signals, Wavelet Transform.

Fundamental Concepts of Filtering

Linear shiftinvariant filters IIR and FIR filters.

Timedomain Filters:Synchronized averaginiylA filters, various specifications of a filtgr
Frequencydomain Filters Butterworthlowpass filtersnotch and comffilters.

Other filters Ordekstatistic filters Adaptive Filters Applications of filtering for biomedica
signds. (6)
Probability and Random Signals:

Random variables and probability density functions (PDFexhniques for estimating#s
from real data,Random signals,Time averages, ensemble averages, autocorrel
functions, crosgorrelation functions, Random signals and linear systems, power s
cross spectra, Wiener filters, Principal component analysis (PCA) and indep
component analysis (ICA) for filtering. (8)
Biomedical Image Processing

Medical Image enhancemenGray scale transform, histogram transformation, uns
masking, adaptive contrast enhancement, image denoising.

Medical Image SegmentatiorBetween class variance, Entrepgsed, Clsteringbased
segmentation. Some recently proposed segmentation techniques for biomedical ima
Medical Image RegistratiorRigid image registration, nerigid image registration. (§

Text Books,
and/or
reference
material

Text Books:
11. R. M. RangayyanBiomedicalSignal Analysis 2" edition, Wily, 2015.
12. R. M. RangayyarBiomedicallmageAnalysis CRC Press, 2005
13. K. Najarian and Robert Splinter Biomedical Signal and Image Processintf,
edition, CRC Press, 2012.
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2018.

Reference Books:
3. John M. Semmlow, Biosignal and Biomedical Image ProcesMag;el Dekker,
Inc., 2004.

4. R. C. Ganzalez and R. E. Woods, Digital Image Processihgdifion, Pearson

5. J. S. Suri, D. L. Wilson, and S. Laxminarayan, Handbook of Biometitade
Analysis, Vol. 1 and Vol. 2Kluwer Academi¢ 2005.

Department of Computer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE90** | Introduction to PEL 3(42) 0 0 3(42) | 3
Cognitive
Computing

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and en

assessment (EA))

Basic Conc
Information

epts Al and
Processing.

CE+EA

Course
Outcomes

1 COZIL Thephilosophical approach of working principle brain and mind
1 CO2:Cognitive approach towards Vision and Attention

1 CO3:Cognitive approach towards Memory, Language Processing

I CO4:Cognitive Architecture and Basics of Neuroscience

Topics
Covered

)l
T

)l
il

= =

= =4 -4

T

The Cogrtive Revolution, Part 1 (2 Lectures)

The Cognitive Revolution, Part 2 (Philosophical issues, neuropsycholo
perspective) (2 Lectures)

Working Principle of th8rain(2)

Memory- Memory models: Episodic memory, Sensory memory, Short t
memory, Londerm memory, Explicit & Episodic Memory, Implicit
Memory, Memory Accuracy, Nonverbal Memory, Semantic Memory
knowledge) & Concept8)

Attention and Perception, Part 1 (role of brain) (Review of different
approaches)g)

Attention and Perception, Part 2@tomaticity; Attention odds & endsh)
Cognitive approach to vision and pattern recognition: Template matchi
theory, Feature detection theory, Computational theory of vision, Featy
integration theory (4)

Cognition architecture of reasoning: ACT* model, Spread of activation
theory, General problem solver model, SOAR model (3)

Problem Solvin@)

Cognitive Load and its measurement (2)

Language and cognition: language formation and the brain, Word
recognitian, Surface level structures, Word and sentence production,
Cognitive linguistic issues (3)

Introduction to NeurosciencelLooking into the Brain(4)

Text Books,
and/or
reference
material

Text Books:

14. Cognitive ScieneAn Introduction to the Study of Minday Friedenberg, Gordon
Silverman, SAGE

15. Cognition, Brain and Consciousnes#roduction to Cognitive Neuroscience, Berng
J. Baars, Nicole M Gage, Elsevier
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16. The MIT Encyclopeda the Cognitive Scienceslited byRobert A. Wilson anBrank
C. Keil

Department ofComputer Science & Engineering

Course Title of the course | Program Core | Total Number of contact hours Credit
Code (PCR_) / Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CS90XX Speech Processing PEL 3 0 0 3 3
Prerequisites Course Assessment methods (Continuous (CT) and end assessm
(EA))
Discrete Mathematics, CT+EA

Probability and Statistics, Linea
Algebra, Programming

Course
Outcomes

CO: Understand the basics of speech modelling, recognitiorsyantesis.

CO: More rapidly develop software, especially using skills in scripting and in the
customization and combination of existing tools.

CO: Comfortably use basic machine learning concepts and techfigsgeech processing
CO: Apply knowledge oLanguage and of English to improve everyday written and spoke
communication, including computenediated communication, personally and for groups,
organizations, and society.

Topics
Covered

Basic ConceptsSpeech Fundamentals: Articulatory Phonetiéroduction and Classification
of Speech Sounds; Acoustic Phonetiesoustics of speech production; Review of Digital
Signal Processing concepts; SHome Fourier Transform, Filt&ank and LPC Methods. (10
classes)

Speech Analysidteatures, Feature Extraction and Pattern Comparison Techniques: Spe
distortion measures- mathematical and perceptual Log Spectral Distance, Cepstral
Distances, Weighted Cepstral Distances and Filtering, Likelihood Dis$oi&pectral
Distortion using a Warped Frequency Scale, LPC, PLP and MFCC Coefficients, Time Al
and Normalizatior- Dynamic Time Warping, Multiple TimeéAlignment Paths. (10 classes)
Speech ModelingHidden Markov Models: Markov Processes, HMNEgaluation, Optimal
State Sequence Viterbi Search, BautwWelch Parameter Restimation, Implementation
issues. (5 classes)

Speech Recognitio:arge Vocabulary Continuous Speech Recognition: Architecture of g
vocabulary continuous speech recognitgystem— acoustics and language modelagrams,
context dependent sutword units; Applications and present status. (7 classes)

Speech Synthesigiextto-Speech Synthesis: Concatenative and waveform synthesis met
subword units for TTS, intelligibilignd naturalness-role of prosody, Applications and
present status. (8 classes)

Text
Books,
and/or
reference
material

TEXT BOOKS
1.Lawrence Rabinerand Bitigw a n g
Education, 2003.

Juang, “Fundamental s
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2. Dani el Jurafsky and James H -Malnttoduction to*

Natural Language Processing, Computatio
Education.

REFERENCES

1. Steven W. Smith, “The Scientist and H

California Technical Publishing.

2. Thomas F QuTEmeiSgeech Signdl Processitiget eci pl es an
Pearson Education.

3.Claudio Becchettiandéu o Prina Ricotti, “Speech R
4. Ben
perception of speech and music, Wilégdia Edition, 2006 Edition.

5. Frederick Jethoe&,of SEpeescshi Ratodiei t i

gold and Nel son Morgan, “Speech a

Department of Computétngineering

Course Code | Title of the course| Program Total Number of contact hours Credit
Core (PCR) /| Lecture| Tutorial | Practical | Total
Electives (L) (T (P) Hours
(PEL)
CS 90XX Knowledge Based | PEL 3 0 0 3 3
System
Engineering

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and
assessment (EA))

Atrtificial Intelligence

CE+EA

Course Outcomes

1 COL: Idea about Knowledge Representation and knowhpdgeconstruction

CO2: Idea of knowledgereation, storage, acquisition, search and organizag

1 CO3: Concept oproblem identification and solution through Reasoning,
decision trees, rule based systems etc.

1 CO4:Concept of Expert Systems, knowledupsed desion support and
detection systems.

T CO5: Ability to apply knowledge to solve engineering problems.

E ]

Topics Covered

UNIT | Fundamentals of knowledge and its typesConcept of knowledge, typ¢
of knowledge, declarative knowledge, procedural knowledge, inheritable know
inferential knowledge, relational knowledge, heuristic knowledge, common
knowledge, explicit knowledge, tacit knowledge, expert knowledgeentain
knowledge. Need for maintaining Knowledge base and its management
engineering, Valuation of Intellectual Capital, Intellectual Capital: Human
Structural Capital. The knowledge Life Cycle and its models. (5)

UNIT | I Knowledge Representatiorand understanding: Data, information ang
knowledge relation,Knowledge vs Intelligence,the need of knowledg
representation, knowledge representation using rules, procedural vs. dec
knowledge. Levels of knowledge represdion, granularity of knowledg
representation, granularity vs. size of knowletigse, techniques of knowled
representation, frames, frarbased reasoning, rubmsed reasoning, cabased
reasoning, frame based knowledge representation, forwardalsvard reasoning
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(10 L)

UNITIHI Knowledge Creation, Sorage And Acquisition: Nona k a 6 s
Knowledge Creation &ransformation, Knowledge Architectur&nowledge
acquisition, indexing techniques, fuzzy distance calculation, issues in know
acquisition, requirements of knowledge acquisition techniques, issues in knoy
acquisition in organization, knowledgeganization and management, consistenc
knowledge representatiauring creation, storage and acquisition 81L)

UNIT IV Knowledge Search:Dumb search, Heuristic search in Knowledg
Based Systemsdepthfirst search, breadthrst searchheuristic search, greeg
search, A* algorithms, hill climbing (3L)

UNIT IV K nowledge organization in knowledge baseNeed of organizing
knowledge, techniques of knowledge organization, Application of ebjimted
and casdased knowledge organizations with case studies. (4L)

UNIT V Knowledge reuse: Knowledge reuse technigue in the designing of ex
systems, components of knowledge engineering based problem sol
methodology: problem representation and derivation of solution through reas
rule-based systems, case based reasoning (CBR), decision tree etc., sasakh
rule based systemReUsingPastHistory Explicitly asKnowledgein CBR systems,
someCase studies of CBR, Successful vs failed cases, Indexing the case

Advantages and Disadvantages of Case based systeowledge Based systems
Expert systems, Decision Support Systems (D&SPetections Systems (DS
Knowledge Based Systems vs Expert Systems, Advantage and disadvan
Knowledge Based Systems vs Expert SysteRractical case studies of exp

systems, DSS and DS (12
Textbooks/Referenc| Text Books:
books 1. Artificial Intelligence and Knowledge Engineering, Winston, PHI publicati

2004.

2. Conceptualinformation Processing, R.C Schank, Amsterdum North Holl
2003.

3. Introduction to Expert Systems, Peter Jackson, Addison We&legdRion.

4. Artificial Intelligence: A Modern ApproactRussell, Stuart, and Peter Norvig.
ed. Pearson, 2020

Reference Books:

1. The basic concepts of knowledge engineering by Shank and J.G. Carbonel
publication, 2003.

2. Principles of Artificial intelligence, Nillson, N.J., Morgan Kaufmann publicati
2004.

3. Knowledge Management, by Shelda DebowskinJafiley & Sons publication,.
4. Machine Learning and Data mining: Methods and Applications, Michalski,
Bratko, Kubat, Wiley.

Department of Computé&tngineering

Course Code | Title of the course] | Total Number otontact hours | Credit
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Program Lecture | Tutorial | Practical | Total
Core (PCR) /| (L) (T) P) Hours
Electives
(PEL)
CS 90XX Natural Language | PEL 3 0 0 3 3
Processing

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and
assessment (EA))

Basics of probability and statistic | CE+EA
Fundamentals of calculus and

linear algebra

Programming skills in Python

Course Outcomes

1 CO1:Knowingthefundamentatonceptsinderlyingnaturallanguage
processingdNLP) andits applications

T CO2:Understanding morphologigkenizationandstemming, language
modeling, POS Tagging

T CO3:Understandpproacheto syntaxandsemanticsn NLP.
T CO2:understananorphology,contextfree andcontextsensitivegrammar,
parsingissues.
1 CO4:Understandpproacheto discoursegenerationdialogueand
summarizatiorwithin NLP.
I COS5:Understanchimbiguityresolution
1 CO6:UnderstandML application in NLG
1 CO7:UnderstandingomeNLP applications
Topics Covered Introductionto NLP and Basic Text Processing )
Spelling CorrectionMorphology using FST 3
Language Modéihg, smoothing for language modiely 3)
POS tagging Models for Sequential taggirigMaxEnt, CRF (4)
Syntaxi Constituency Parsing)ependency Parsing (5)

Semantic$ Lexical, WordNet and VdrdNet based Similarity measures,
Distributionalmeasures dbemantics Lexical SemanticsWord Sense

Disambiguation )
Topic Models 3
Entity Linking, Information Extractionintroduction to Named Entity Recognition
and Relation Extraction 4)
Text Summarization, Text Classification 3)
Natural Language generatidrusing ML in NLG 3)
Applications Sentiment Analysis and Opinion Miningext Summarisation

and classification, question answerintg. 4)

Textbooks/Referenc
books

Jurafsky,David, andJamedH. Martin. SpeectandLanguageProcessingAn
Introductionto NaturalLanguageProcessingComputationalinguisticsand
SpeectRecognitionPrenticeHall, 2000.1ISBN: 0130950696.

ChristopheD. Manning,PrabhakaRaghavarandHinrich Schitze,
Introductionto Information Retrieval,CambridgeUniversity Press2008

Manning,ChristopheD., andHinrich Schiitze Foundation®f Statistical
NaturalLanguageProcessingCambridgeMA: MIT Press]1999.ISBN:
0262133601.
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Machine Learning and Data mining: Methods and Applications,
Michalski, Bratko, Kubat, Wiley.

Department of Computer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total

Electives (PEL) | (L) (M (P) Hours
CSE 90** | Deep Learning PEL 3 0 0 3 3

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and en
assessment (EA))

Linear algebra, Calculus, CE+EA
Probability and statistics,
Machine Learning

Course 1 CO1:To understanthe mathematical, statistical and computational challenges of
Outcomes building stable representations for hidimensional data, such as images, text and
data.
1 CO2:To obtain a concept of deep learningl s advantages.
1 CO3:To understand deep network models, optimization for training of deep mod
1 CO4:.To achieve the knowledge on some popular deep learning models.
9 COS5: To explore the research domain of deep learning.
Topics Machine Learning Basics Extracting meaning from data, expert system, lear
Covered algorithms, eerfitting andunderfitting regularization, hyperparameters and validation §

estimator, bias and variance, ML estimation, Bayesian statistics, supervised le
unaupervised learningstochastic Gradient Descehtiilding amachinelearningalgorithm,

challengesnotivating Deep Learning

Fundamentals offeedforward networks:

Singlelayer and multilayer feedforward networkdeural Network Graphsactivation
functions, deep feedforward networks, hidden units, Learning XOR, grduisad learning
Backpropagation algorithm and other differentiation algorithms (4
Regularization for deep learning
Parameter Norm Penaltiddorm Penalties as Constrained OptimizatiRagularization ang
UnderConstrained Problems Dataset Augmentation Early Stopping Sparse
Representatits Dropout

Optimization for Training Deep Models:

How Learning Differs from Pure Optimizatip@hallenges in Neural Network Optimizatio
Basic Algorthms Parameter Initialization StrategjeSlgorithms with Adaptive Learning
Rates Approximate Secon@rder MethodsBatch Normalization (4
Convolutional Networks:

The Convolution Operatigiooling Variants of the Bsic Convolution Functigrstructured
Outputs Structured outputs and datatypes.

Sequence Modking, Recurrent Neural Networks (RNN):

Unfolding Computational Graph&NNs,Bidirectional RNN$ LSTM. G
Autoencoders

Undercomplete AutoencodersRegularized AutoencodersStochastic Encoders ar
DecodersDenoising Autoencoder€ontractive Autoencoders.

SomePopular Deep networksand Applications: Generative Adversarial NetworkgGG

net, ResNet, Inception Net. Applications of deep learning.
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Text Books, | Text Books:
and/or 17.1. Goodfellow Y. Bengig and A.Courville, Deep LearningThe MIT Press, 2017
reference 18. Charu C. AggarwalNeural Networksand Deep Learningpringer, 2018.
material Reference Books:
6. Deep Learning, From Basics to Practig®el 1 and Vol 2, A. GlassnePRublished
by The Imagnary Institute, Seattle, WA2018
7. F. Chollet, Deep Learning with Pythddanning Publications Cp2018.
8. N. Buduma, Fundamentals of deep learnidgsigning NextGeneration Maching
Intelligence Algorithms OO& REI L LY, 2017
Department oBiotechnology
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE Deep Learning for | PEL 3 0 0 3 3
90XX ImageAnalysis

Basics of imag@rocessing,

Course Assessment methods (Continuous (CT) and end assessmg

probability and statistics, linear| (EA))
algebra, Fourier transform, etc|
CT+EA
Course 1 CO1: To develop the idea of using deep learning models for image preprocessir
Outcomes image restoration problems.
I CO2: To learn about the principles of deep learning models used for image
classification and segmentation.
1 CO3: To understand the deep learmmgdels for image representation.
T CO4: To apply deep learning models to stat¢he-art image processing problems.
Topics 1) Introduction to artificial neural network, deep learning for visual data;dtatan
Covered image classification, linear classifition, activation functions, various cq
functions, gradierbased optimization with backpropagation.
2) Introduction to different deep learning models: Convolutional Neural Netw
(CNNs), Long Short Term MempNetworks (LSTMs), Recurrent Neural Networ
(RNNSs), Generative Adversarial Networks (GANSs), Deep Belief Networks (DB
Restricted Boltzmann Machines ( RBMs), Autoencoders, Transfer Learning,
Neural Networks (DNN), FCNN, etc. [12]
3) Introduction to image processing, image enhancement, image restoration,
classification and recognition, image segmentation and image representation
4) Applications of deegearning models in image enhancement, image restorg
image classification, image segmentation and image representation.
Text Books, | Text Books:
and/or 1. Deep Learning By lan Goodfellow, Yoshua Bengiw Aaron Courville, MIT
reference Press
material 2. Deep Learning: Methods and Applications By Li Deng and Dong Yu,
Nowpublishers
3. Neural Networks and Deep Learning By Michael Nielsen, Determination Preg
4. Deep Learning with Python by Francois Chollet, Manning Publications
5. Digital Image Processing by Gonzalez and Woods, Prentice Hall
6. Fundamentals of Digital Image Processing by Anil. K. Jain, Prentice Hall.
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Department of Computer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE 90** | Information PEL 3 0 0 3 3
Retrieval

Prerequisites

Course Assessment methods (Continuous evaluation (CE) and en
assessment (EA))

Linearalgebra, Probability and | CE+EA
statistics, Machine Learning

Course 1 CO1: To understand the underlined problems related to Information Retrieval.
Outcomes 1 CO2: To be familiar with various algorithms and systems
1 CO3: Analyze the performance of informati@trieval using advanced techniques
such as classification, clustering, and filtering
I CO4: To understand the evaluation strategies
Topics
Covered Introduction to Information Retrieval :
Basic concept of information retrieval, Practical issues, The Retrieval process.
Modelling:
A Taxonomy of Information Retrieval Models,
Classic Iformation RetrievalBasic Concepts, Boolean Model, Vector Model, Probabil
Model, Comparison of Classic Models
Set Theoretic Modeld-uzzy Set ModelExtended Boolean Motle
Algebraic Models Generalized Vector Space Mddéatent Semantidndexing Mode|
Neural Network Model
Probabilistic Models Bayesian Networksinference Network ModelBelief Network
Model.
Structured Text Retrieval Modelodel Based on No®verlapping ListModel Based on
Proximal Nodes
Models for BrowsingFlat Browsing Structure Guided Browsinthehypertextmodel (12)
Retrieval Performance Evaluation:
Introduction, Recall andPrecision Alternative MeasureS:—measurekappa measure
Reference CollectionsTREC Collection CACM and ISI Collections Cystic Fibrosis
Collection 3)
Indexing and Index Compression
Basic conceptictionary, Inverted IndexForward Index, Partitioning, Caching, Dictiong
compression, Posting file compressing. (5)
Text Classificationand Filtering:
Introduction to text classification. Naive Bayes models. Spam filtering. Vector
classification using hyperplanes; centroids; k Nearest Neighbours. Support vector n
classifiers. Kernelunctions. Boosting. (7
Text Clustering:
Clustering versus classification. Partitioning methodsndans clustering. Mixture ¢
gaussians model. Hierarchical agglomerativeteling. Clustering terms using documer
Advanced Topics
Multimedia Information Retrieval:Similarity Queries Featurebased Indexing ah
SearchingSpatial Access MethodSearching in Multidimensional Spaces
Web Searching Introduction Challenges Characterizing the Web Indexing
Spidering/CrawlingSearch Engine8rowsng, MetasearcherSearching using Hyperlinkg
XML retrieval, Semantic web.
Text Books, | Text Books:
and/or 19. C. D. Manning P. RaghavarandH. Schutze Introduction to information retrieva
reference Cambridge University Press, 2008
material
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20. R. BaezaYates, B Ribeiro-Neto, Modern information retrievalACM Press /

Reference Books
9. G. Kowalski, Information Retrieval Architecture and Algorithp&Springer, 2011
10. S. Buttcher, Charles L.A. Clarke Gordon V. Cormackinformation Retrieva

Addison Wesley1999

Implementing and Evaluatingearch Engine§,he MIT Press2010.

Department of Computer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit

Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M) (P) Hours

CSE Human Activity PEL 3 0 0 3 3

9062 Recognition

Prerequisites Course Assessment methods (Continuous (CT) and end assessmg
(EA)

Basic Mathematics CT+EA

Knowledge and ability to use
calculus, probability, and
statistics are essential.

Course I CO1: The objectives of this course is to provide foundations needed for the d
Outcomes implementation, and evaluation of human activity recognition systems.
T CO2: Will have knowledgentdesign and implement multiclassifier human activ
recognition systems.
1 CO3: Will have knowledge to design and develop human activity recognition
systems at large scales.
Topics 1 Overview: Introduction, activity set, attributes and sensoldrusiveness, dat
Covered collection protocol, recognition performance, energy consumption, processing
1 Methods: Feature extraction, learning, evaluation methodologies, eval
metrics. [6]
1 Design Challenges of Human Activity Recognition Systems
1 Pattern Classification Techniques: Introduction, Bayesian decision th
maximum likelihood and Bayesian parameter estimation, -parametric
techniques, linear discriminant functions, multilayer neural networks, nonn
methods. [9]
1 Stateof-the systems: Online systems, supervised offline systems.ssgeiivised
approaches. [8]
1 Incorporating pigsiological signals: Description, data collection, feature extrac
evaluation, and confusion matrix. ]
1 Enabling real time systems: Existing systems, novel systevaluation. [4
1 Multiple classifier systems: Types of systems, classifier level approg
combination level approaches, probabilistic strategies, evaluation.
9 Other methods: Motiotemplates, tempofranethods, discriminativenethods. [4]
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Text Books, | Text Books:
and/or 5) Miguel A. Labrador, Oscar D. Lara Yejas, Human Activity Recognition: Using
reference Wearable Sensors and Smartphones, CRC Press, 2013.
material 6) Richard O. Duda, Peter E. Hart, Dagd Stork, Pattern Classificatiom®Zdition,
Wiley, 2000.
Reference Books:
7) Yun Fu, Human Activity Recognition and Prediction, Springer, 2015.
Department ofComputer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE9071 | Fundation of PEL 3 0 0 3 3
Cryptography
Prerequisite Course Assessment methods (Continuous (CT) and end assessmg
(EA)
NIL CT+EA
Course T CO1l:Introduce to the basic mechanisms of Cryptography
Outcomes 1 CO2: Notion of computationally hard problems and their applications
1 CO3:Notion of information theoretic notation and its application
1 CO4:The attack and withstands
Topics Introduction: Security architecture for Open Systems Interconnection, Differe
Covered Attack models, Adversarial Behavior. (3)
Classical and modern cryptographic techniques, Pseudorandom function, Far
pseudorandom functions, Om&y-trapdoor function, stestical properties of
random sequences, Computationally bounded & unbounded settings. (3)
Basic Number Theory: Properties of Prime number, Additive and multiplicative
group, Quadratic residue, Primality test. (8)
Confidentiality: Symmetric Encryption: - DES, AES, mode of different
encryptions
Asymmetric Encryption: -RS A, Rabinés, EI Gamal e
Countermeasures (10)
Pseudenumber generation, Stream cipher, LFSR (4)
Message Intgrity: Cryptographic hash function, Birthday Paradox, Applicatbr]
hashing. Message Authenticity, MAC (4)
Digital signature: Entity authentication, Nonrepudiation, RSA, ElIGamal and D
Forgery. (4)
Protocol Design SSL, PGP, TSL etc. (3)
Advanced topics:Shamir Secret Sharing, Deniability and Undeniable signaturg
3)
Text Books, | Text Books:
and/or 1. Hand book of Applied Cryptography, CRC Press (free ebook)
reference 2. Cryptography: Theory and Practice, Douglas Robert Stinson, Maura Paterson
material 3. Cryptography and Network Security Principles and Practices: William Stallings.

4. Introduction to Modern Cryptography: Jonathan Katz, Yehuda Lindell
Reference Books:

1. A Course in Number Theory and Cryptography, N Koblitz

2. PublieKey Cryptographyfheory and Practice, Abhijit Das, C. E. VeniMadhavan
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Department ofComputer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M) (P) Hours
CSE90xx | Cryptology and PEL 3 0 0 3 3
Cryptanalysis
Prerequisite Course Assessment methods (Continuous (CT) and end assessmg
(EA)
CSE9071 Cryptography CT+EA
Or basic knowledge of
cryptography
Course 1 CO1: Understanding theomputational hardness and tragioor function.
Outcomes 1 CO2: Understanding the notion of information theoretic security.
1 CO3: Aware of different sudxponential algorithms
I CO4: Understanding the side channel attack
Topics Introduction : The notion of pulit key encryption and private key encryption.
Covered Zero-knowledge protocols, Authentication protocols. (4)
Affine Transformation: Differential Cryptanalysis and linear cryptanalysis. Caj
study of DES attack. Model of AES. Meetthe-Middle attack, Distinguisér,
Relatedkey attack. (8)
Factorization and Index Calculation: Different factorization and Index
calculation methods. rhmethods, factebase method, quadratic sieve method,
number theory sieve method. quantum method. Laltsed cryptanalysis (12)
Hash Table attack:Birthday attack, Collision attack, Rainbow table attack, (4)
Protocol Modeling: Modeling of cryptography protocols. Modeling tools:
ProVerif, Avispa and SPIN. Notion of Universally Composibility (UC) model. (¢
Side Channel Attack: Different types of side channel attacks. Attack model,
measuring and analyzing methods. Some case study: timing attack,-B@&S S
attack. Withstand of side channel attacks: Different techniques and measures
Text Books, | TextBooks:
and/or 1. Attacks on Hash Functions and Application: Marc Stevens
reference 2. Prime Numbers Computational PerspectivE€randall, Richard, Pomerance, Ca
material 3. Algorithmic CryptanalysisAntoine Joux
Reference:
1. Automatic Cryptographic Protocol Verifier, User Manual and Taltor
https://prosecco.gforge.inria.fr/personal/bblanche/proverif/
2. Avispahttp://www.avispa-project.org/
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE 90xx| Biometrics PEL 3 0 0 3 3

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmé
(EA)
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Basic Mathematics CT+EA
Knowledge and ability to use
calculus, probability, and
statistics are essential.

Course 1 CO1: The objectives of this course is to provide foundations needed for the d
Outcomes implementation, and evaluation lafge-scale biometric systems.

1 CO2: Will have enough details to design and implement multimodal biometrig
systems.

1 CO3: Will have necessary technical knowledge to implement identity manage
systems.

Topics 8) Biometrics Overview: Introductiorgharacteristics of biometric systems, biome
Covered functionalities, biometrics system errors, design cycles of biometric syg
applications of biometric systems, security and privacy issues.

9) Image Processing Teoiques: What is image processing?, origin of im
processing, fundamental steps in digital image processing, components of
processing system, image sensing and acquisition, image sampling and quan
basic relationships between pixels. [3]

10) Filtering: Background, basic intensity transformation functions, histog
processing, fundamentals of spatial and frequency domain filtering, smo
filters, sharpening filters, Discrete Fourier Transform, Fast Fourier Transform.

11) Pattern Classification Techniques: Introduction, Regression technigues, PCA
SVM, Decision tree, Random forest, Bayesian classifier, etc. [6]

12) Deep Learning Model€Convolutional Neural Networks (CNNs), Long Short Te
Memory Networks (LSTMs), Recurrent Neural Networks (RNNs), Gener
Adversarial Networks (GANs), Deep Belief Networks (DBNs), Restri
Boltzmann MachinedRBMs), Autoencoders, Transfer Learning, Deep Ne
Networks (DNN), RCNN, etc. 10]

13) Fingerprint Recognition: Introduction, ridge pattern, fingerpaicquisition, feature
extraction, matching, and fingerprint synthesis.

14) Face Recognition: Introduction, image acquisition, face detection, feature extr
matching and advancéabics. 4]

15) Iris Recognition: Introduction, iris recognition systems, image acquisition
segmentation, iris normalization, iris encoding andtcmag, iris quality ang
performance evaluation. [4]

16) Multi-modal Biometric Systems: Introduction, sources of multiple evidg
acquisiton and processing architecture, fusion levels.

17) Palmprint biometrics. [1]

Text Books, | Text Books:

and/or 7. Anil K. Jain, Arun Ross, and Karthik Nandakumar, Introduction to Biometrics
reference Springer, 2011.

material 8. J. L. Wayman, Ail K. Jain, D. Maltoni, D. Maio, Biometric Systems: Technolo

Design and Performané&gvaluation, Springer, 2005.
9. R. M. Bolle, J. Connell, S. Pankanti, N. K. Ratha, A. W. Senior, Guide to
Biometrics, Springer, 2004.
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10. Richard O. Duda, Peter E. Hart, David G. Stork, Pattern Classificaffon, 2
Edition, Wiley, 2000.
11. R.C. Gonzalez and R. E. Wondigital Image Processing, Pearson, 2009.
Reference Books:
1 D.R.Kisku, P. Gupta and M. Tistarelli, Multibiometrics Systems: Modern
Perspectives to Identity Verification, LAMBERT Publishing, 2012.
1 D.R.Kisku, P. Gupta and J. K. Sing, AdvanceBimmetrics for Secure Human
Authentication and Recognition, CRC Press, Taylor & Francis, 2013.
1 D. R. Kisku, P. Gupta and J. K. Sing, Design and Implementation of Healthcg
Biometric Systems, IGI Global, 2019.
1 M. Dawson, D. R. Kisku, P. Gupta, J. K. SingdaV. Li, Developing Next
Generation Countermeasures for Homeland Security Threat Prevention, IGI
Global, 2016.
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contadtours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE 9056| Information and PEL 3 0 0 3 3
System Security

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmg
(EA)

Operating Systems, Computer| CT+EA
Networks andasics of

Cryptography

Course
Outcomes

1
1

CO1: Will provide foundations needed for the design and implementation of
Secure Computing Systems.

CO2: Will have enough details to design and implement various Security
Mechanisms.

CO3: Will have necessatgchnical knowledge to Inspect for Security Features
Computing systems

Topics
Covered

Fundamental Aspects of Securtpecurity Goals, CIA, Information Assurance,
Secure Computing System Design Approaches, Fundamental Challenges, B
Vulnerabilitiesand Attacks [6]

Mathematical Models of Information Flow and Security Inferences, Computat
Challenges of Inference Controls with case studies of Parallel Programs and
Channels. [6]

Security MechanismsRedundancy, Isolation and Indistinguishiap with
Practical Examples of all such. [10]

Security Controls Permissive, Prohibitive, Proving Authenticity, Access Contr
Mechanisms with implementation examples of all such. [6]

Security Architecture Design at each level of Hardware and OS K2ewale
Drivers, Network and Middleware, Programming Languages for establishing
Integrity and Authenticity and Trust among instances of each such and their
interactions. Examples of Security Certificates and Credentials and establishi
Trust, FirewallsOS. [10]

Case Study: Security Analyses of The Linux Kernel f@4X&&:h-- Memory and
Address protection: x86/x86_64 architectures, Memory protection, Applicatio
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Security, File System Protection Mechanism, Web Application Security, User,
Authentication,Access Control [4]

Text Books, Text Books:

and/or 1 Foundations of Information Security by Jason Andress
refere_nce 1 Elementary Information Security by Richard E Smith
material Reference Books:

1 Information Security Principles and Practice by Mark StampewVi
1 Understanding the Linux Kernel by Bovet Cessati

Department oComputer Science and Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M) (P) Hours
CSE90xx | Secure Multiparty PEL 3 0 0 3 3
Computation
Prerequisite Course Assessment methods (Continuous (CT) and end assessmg
(EA)
CSE9071i Cryptography CT+EA
Or basic knowledge of
cryptography
Course 1 CO1: Understanding secutemputation in the distributed environment.
Outcomes 1 CO2: Analysis of seihonest and malicious adversary in the distributed setting.
1 CO3: The fairness and correctness in presence of malicious parties.
1 CO4: Understanding the difference between computation on eptexy date and
computation on shared secret.
Topics Introduction : Different notions of secure computation on distributed environm
Covered Notion of privacy, anonymity and datadependent computation. Notion of sem

honest and malicious adversary, Matof computationally bounded and
computationally unbounded setting, Fairness, Correctness etc. (8)
SecretSharing Additive Secret Sharing, S
secret sharing, Arithmetic on F&ham
tolerance secret sharing (10)

Garble Circuit, 2-party computation, Arithmetic Circuit, Arithmetic Black Box,
(6)

Oblivious Transfer: Single bit, multiple bits, OT Extension. (5)
Zero-Knowledge Proof Interactive and neinteractive, concurrent5j

Some applications:Byzantine Agreement and its feasibility, Distributed Key
Generation, Privacy preserving string matching, online voting and auction, an
Bitcoin architecture. (8)

Text Books, | Text Books:

and/or 1. Secure MultipartyComputation: Ronald Cramer, Ivan Bjerre Damgard, Jesper BU
reference Nielsen
material 2. Efficient Secure TwBarty Protocols: Techniques and Constructions: Carmit Hazg

Yehuda Lindell
3. Concurrent Zeré&Knowledge: With Additional Background by Oded Goldreic: Alon
Rosen

Depatment of Computer Science and Engineering \
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Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total

Electives (PEL) | (L) (T) (P) Hours
CSE 9056 Digital Forensics PEL 3 0 0 3 3

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmg
(EA)

Operating Systems, Computer| CT+EA

Networks and basics of

Cryptography
Course 1 CO1: Will provide detailed understanding of the Digital Forensic process
Outcomes 1 CO2: Will have enough details to indulge in experiments concerning examina
of forensic readiness of systems
1 CO3: Will have necessary technical knowledge about different security attack
scenarios
Topics Cyber Security
Covered Basics of Cyber Security, Technolagg Forms of Cyber Crimes, Frauds

Malware, Virus, Worm, Trojan€yberwar and Cyber defend@ybercrime: Computer
Fraud and Abuse Act.
Security Strategies, Securing Critical Infrastructures

Digital Forensics

Introduction to Forensics

Legal issues, contgyand digital forensics.

Overview of Digital investigation: The Need for Digital Forensics and Types of Digita
Forensics: File System Forensics, Memory Forensics, Network Forensics, Cloud For
Database and email forensics.

Digital Evidences: Typaad characteristics

Challenges for Evidence Handling (Evidence collection, preservation, testimony)
use of digital forensics tools.

Memory Forensics

History of Memory Forensics and Challenges, x86/x86_64 architectures

Memory Acquisition, Live Collectiam Linux with opersource tool LIME,

Memory Analysis/examination using opsource tool Volatility

Analysis Technigues: keyword searches, timelines, hidden data, application analysis
Command execution and User activity, Recovering and tracking usetya®etovering
attacker activity from memory,

Evidence preservation and Report Generation

Network Forensics

Introduction to Network Forensics

Introduction to Wireshark, understanding network Protocols with Wireshark, Packet
Capture using Wireshark, tshaakd tcpdump, Packet analysis.

Artifact collection, Analysis/ examination of logs.

Cloud Forensics

Introduction to Cloud Forensics

Challenges faced by Law enforcement and government agencies

Cloud Storage Forensics: Evidence Source |dentification anergaéen in the cloud
storage, Collection of Evidence from cloud storage services, Examination and analys
collected data.

Dropbox Analysis: Data remnants on user machines, Evidence source identification
collection, Examination and analysis of ecléd data
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Google Drive Analysis: Data remnants on cloud storages, Evidence source identifica
and collection, Examination and analysis of collected data
Issues in cloud forensics

Text Books, | Text Books:

and/or Casey, EogharHandbook of digital forensics and investigatiéitademnic Press, 2009
reference Reference Books:
material 1 Sammons, John, and Michael Cross. The basics of cyber safety: compulf

mobile device safety made easy. Elsevier, 2016.
1 Marjie T. Britz, Computer Forensics and Cyk&ime, Pearson, Third Edition.
1 Clint P Garrison, Digital Forensics for Network, Internet, and Cloud Computi
forensic evidence guide for moving targets and data. Syngress Publishing, Ing
1 Bill Nelson, Amelia Phillips,Christopher Steuart, GuideCtmmputer Forensics arn
Investigations . Cengage Learning, 2014
Incident Response & Computer Forensics by Kevin Mandia, Chris Prosise, W
1 Cory Altheide, Harlan Carvey, Digital Forensics with Of8surce Tools, Syngres
imprint of Elsevier.

=

Departmenbf Computer Science and Engineering

Course Title of the course| Program Core | Total Number of contact hours Credit
Code (PCR)/ Lecture| Tutorial | Practical| Total

Electives (PEL) (L) (T) (P) Hours
CSE90XX CyberSecurity PEL 3 0 0 3 3
PrerequisitesNIL Course Assessment methods (Continuous Assessment (CAT,dvtid

(MT), End Term (ET))

CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%

Course At the completion of this course students will be able to:

Outcomes CO1:Understandhe cyber laws

CO2:Familiarizevarious types of cybeattacks and cybesrimes.

0 CO3: Learrthe defensive techniques against these attacks

0 CO4: Understand different privacy issues.

Topics UNIT -I: Introduction to Cyber Security: Basic Cyber Security Concepts, layers of ge
Covered |Vulnerability, threat, Harmful acts, Internet GovernanteChallenges and Constraini
Computer Criminals, ClAriad, Assets and Threat, motive of attackers, active attacks, p:
attacks, Software attacksardware attacks, Spectrum of attacks, Taxopof various attacks
IP spoofing, Methods of defencBecurity Models, risk management, Cyber Thré&atber
Warfare, Cyber Crime, Cyber terroris@yber Espionage, etc., Comprehensive Cyber Sec
Policy.

0
0

(7L)
UNIT-Il : Cyberspace and the Law & Cyber Forensics:Introduction, Cyber Securit
Regulations, Roles of Implementation, International Law. The IND@\KerspaceNational
Cyber Security PolicyHistorical background of Cyber forensics, Digital Forensics Scie
The Need for Computer Forensics, Cyber Forensics and Digital evidence, Forensics 4
of Email, Digital Forensics Lifecycle, Forensics Istigation, Challenges in Comput
Forensics, Special Techniques for Forensics Auditing.

(5L)
UNIT -1l Cybercrime: Mobile and Wireless Devicesintroduction, Proliferation of Mobilg
and Wireless Devices, Trends in Mobility, Credit card Frauds in Mobile \&ireless
Computing Era, Security Challenges Posed by Mobile Devices, Registry Settings for
Devices, Authentication service Security, Attacks on Mobile/Cell Phones, Mobile De
Security Implications for Organizations, Organizational MeasuresHandling Mobile,
Organizational Security Policies and Measures in Mobile Computing Era, Laptops..
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(8L)
UNIT-IV: Cyber Security: Organizational Implications: Introduction cost of cybercrime
and IPR issues, web threats for organizations, security and privacy implications, socid
marketing: security risks and perils for organizations, social computingh@ndssociate
challenges for organizations. Cybercrime and Cyber terrorism: Introduction, intell
property in the cyberspace, the ethical dimension of cybercrimes the psychology, mind
skills of hackers and other cyber criminals. (a2L)

UNIT -V: Privacy Issues:Basic Data Privacy Concepts: Fundamental Concepts, Data P
Attacks, Data linking and profiling, privacy policies and their specifications, privacy p

languages, privacy in different domainsedical, financial, etc. (5L)
UNIT -VI: Cybercrime: Examples and Mini-Cases
(5L)
Text Books,| Text Books:
and/or 1. Cyber Security Essentials, James Graham, Richard Howard and Ryan OtsqureGR(
reference 2. Introduction to Cyber Securitg;hwarrHwa(john) Wu,J. David Irwin, CRC Press T&F
material Group.
Reference Books:
1. Nina Godbole and Sunit Belpure, Cyber Security Understanding Cyber Crimes, Co
Forensics and Legal Perspectives, Wiley
2. B. B. Gupta, D. P. Agrawal, Haoxiang Wang, Computer @ylder Security: Principles
Algorithm, Applications, and Perspectives, CRC Press
Department of Computer Science and Engineering
Course Title of the course| Program Core | Total Number of contact hours Credit
Code (PCR)/ Lecture| Tutorial | Practical| Total
Electives (PEL) (L) (M (P) Hours
CSE90XX | Hardware Security PEL 3 0 0 3 3

Prerequisites: Foundation on
Cryptography

Course Assessment methods (Continuous Assessment (CAJ,dvtid
(MT), End Term (ET))

CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%

Course
Outcomes

At the completion of this course students will be able to:

0 COLl:Understandilifferent security threats on modern hardware design

CO2: Learn the varioudardware Security Primitives

COa3: Design andnalyseshe Sidechannel Attacksind its impact on hardware security.
CO4: Analyze different modelling attack on hardware and its prevention techniques.
CO5: Understand differestateof-the-art defense technigues

O« O¢ O« O«

Topics
Covered

UNIT -I: Preliminaries: Algebra of Finite Fields, Bassoof the Mathematical Theory of Pub
Key Cryptography, Basics of Digital Design on Figicbgrammable Gate Array (FPGA
Classification using Support Vector Machines (SVMs)

(5L)
UNIT-Il : Useful Hardware Security Primitives: Cryptographic Hardware and thg
Implementation, Optimizationf Cryptographic Hardware on FPGA, Physically Unclong
Functions (PUFs), PUF Implementations, PUF Quality Evaluation, Design Techniq
Increase PUF Response Quality

(5L)
UNIT-lll Side-channel Attacks on Cryptographic Hardware Basic Idea, Current
measurement based Sideannel Attacks (Case Study: KooBeAttack on DES), Desig
Techniques to Prevent Sigbannel Attacks, Improved Sighannel Attack Algorithmg
(Template Attack, etc.), Cache Attacks

(8L)
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UNIT -IV : Testability and Verification of Cryptographic Hardware: Faulttolerance of
Cryptographic Hardware, Fault Attacks, Veritica of Finitefield Arithmetic Circuits

(22L)
UNIT-V: Modern IC Design and Manufacturing Practices and Their Implications:
Hardware Intellectual Property (IP) Piracy and IC Piracy, Design Techniques to Prevent
IC Piracy, Using PUFs to prevent Hardware Piracy, Model Building Attacks on PUFs
Study: SVM Modelling of Arbiter PUFs, Genetic Programming based Modelling of |
Oscillator PUF)

(5L)

UNIT-VI: Hardware Trojans: Hardware Trojan Nomenclature and Operating Mo
Countermeasures Such as Design and Manufacturing Techniques to Prevent/Detect H
Trojans, Logic Testing and Sigdannel Analysis based Techniques for Trojan Detec
Techniques to Incese Testing Sensitivity Infrastructure Security: Impact of Hardware Se
Compromise on Public Infrastructure, Defence Techniques (Case Study:@GdaSecurity)

(7L)
Text Books,| Text Books:
and/or 3. Debdeep Mukhopadhyay and R&patbhra Chakraborty, "Hardware Security: Design,
reference Threats, and Safeguards"”, CRC Press
material 4. Mark Tehranipoor, Swarup Bhunia, Hardware Security: A Hammdkearning Approach

Tehrani A Cliff [

5.Mohammad Wang,

Reference Boks:

3. AhmadReza Sadeghi and David Naccache (eds.): Towards Hardlvtansic Security:
Theory and Practice, Springer.

4. Ted Huffmire et al: Handbook of FPGA Design Security, Springer.

5. Stefan Mangard, Elisabeth Oswald, Thomas Popp: Power analysis atteéaling the
secrets of smart cards. Springer 2007.

Doug Stinson, Cryptography Theory and Practice, CRC Press.

poor

6.

Department ofComputer Science and Engineering

Course Title of the course | Program Core | Total Number of contadtours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE90XX | Blockchain PEL 3 0 0 3 3
Technology and its
Applications
Prerequisite Course Assessment methods (Continuous (CT) and end assessmg
(EA)
NIL CT+EA
Course 1 CO1l:Understanding the basic blockchain technology.
Outcomes 1 CO2: Understanding thiéstributed consensus and atomic broadcast, Byzantine
fault-tolerant consensus methods.
I CO3: Understanding the smart contract.
1 CO4: Understanding the limitations and reality.
Topics Introduction : Concept of distributed ledgeByzantine Generals problem
Covered Consensus algorithms and their scalability probldntsoduction to Bitcoin based

cryptocurrency, Block datastructure, Block chaining mechanism. (4)
Minting operation: Concept of PoW, other modelProof of Stack, Proof or
Memory, Proof of Burn etc. Green computing vs Proof systems. (3)
Consensus ModelFault tolerance model. P2P network model, Byzantine fault
tolerance model, Longest chain model. (2)
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Cryptographic Tools: Hash function, Collision resistant hash function, Elliptic
Curve Digital signature (ECDSA). Markle tree representation -keosvledge
proof. (4)

Bitcoin & Cryptocurrency: Bitcoin network, Challenges and solutions,
SIGHASH, Bitcoin scripting languag and their usg6)

Blockchain 2.0: Blockchain networkEthereum and Smart Contracts, The Turin
Completeness of Smart Contract Languadeplication of smartcontracBitcoin
scripting vs. Ethereum Smart Contradt)

Solidity: Introduction to Solidityprogramming language, Security issues, Basic
coding metric, ER0, ERG721, ERG777, ERC1155, Design of distributed
applications (DApps). (5)

Blockchain 3.0: Plugandplay platform, Permission less vs. permission orients
platform, Blockchain testneind mainnet, Deployment of smartcontarct. (4)
Anonymity: Pseudo anonymous, pseudonym, transaction analysis, Sybil atta
Issues related to inheritance, Defining of cryptoasser, Regulation and legal
supports. (5)

Application: Application in loT,HealthCare, Equity and Financial asset, Some
case studies. (4)

Text Books, | Text Books:
and/or 1. Mastering in Blockchait:orne LantzDa ni e | Cawr ey
reference 2. Mastering Ethereum: Building Smart Contracts and DAgpslreas M.
material AntonopoulosWo o@a v i n
3. Mastering Bitcoin: Programming the Open Blockch#&indreas M. Antonopoulos
Department of Computer Science & Engineering
Course | Title of the course Program Core Total Number of contact hours
Code (PCR)/ Lecture | Tutorial | Practical| Total | Credit
Electives (PEL) (L) (T) (P) Hours
CSE Business Process
90XX Management in PEL 3 0 0 3 3
Software Science

PreRequisite Basic Knowledge Course Assessment methods (Continuous (CT) and end assessmg
of Unified Modelling Language| (EA))

CT+EA

Course
Outcomes

COL1: Learn the sharddnguage and notations that are usednigrmation Technology
(IT) specialisto communicatevith business stakeholders.

1CO2: To obtain a comprehensive idedtanage analyse, desigrimprove and reengines
businesprocesses industry setting scenarios.

ICO3:Understandhe core concepts bfisiness processes and their components apgiy
process analysis concepts and techniques

CO4: Understand how thbusiness process modalay interface with business proce
management software suites (BPMS), seraigented arhitecture platformsand other
modern IT infrastructure platform software

Topics
Covered

UNIT -I: Introduction to Business Process Managementingredients of a Business Process,
business processfecycle;Process Identification Key Processes, Designing a Process Architect
Construct Case/Function Matrices, Simple Case studies. (2L)

UNIT -1I: Process Modelling FoundationBusiness Process Modelling and Notations (BPMN) ¢
concepts,Branching and Merging, Exclusive Decisions, Parallel Execution, Inclusive Decis
Information Artefacts (4L)
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UNIT -1ll: Advanced Process ModellingProcess Decomposition, Process Reuse, Process R
and Repetition; Handling Events, Handling Exceptions, Processes and Business Rules,
Choreographies and orchestration (4L)

UNIT -1V: Process DiscoveryThe Setting of Process Discovery, Discovery Metho#sidence
Based Discovery, IntervielBased Discovery, Workshepased Discovery, Strengthaind
Limitations; Process Modelling Method Identify the Process Boundaries, Activities, Ever
Resources Control Flow and Additional Elements, Process Model Quality Assurance  (6L)

UNIT-V: Process Analysis:Qualitative analysis Value-Added Analysis, Root Cause Analyg
CauséEffect Diagram, WhiyWhy Diagram,Quantitative Analysis Performance Measures, Flg
Analysis, Calculating Cycle Time, Queueing Theory, Process simulation. (6L)

UNIT -VI: ProcessBased analysis:Introduction to Analytical Hierarchy Process and Analyti
Network Procesq4L)

UNIT-VII: Process RedesignThe Essence of Process Redesign, Heuristic Process Red
Business Process Operation Heuristics, Business Process Beh#élgatistics, Organizatiof
Heuristics, Information Heuristic®eriving business Process from a Product Data M(&ig|

UNIT -VIII: ProcessAware Information Systems: Types of Procesware Information Systems
DomainSpecific Procesdware Information Systas; Business Process Management Systen
Advantages of Introducing a BPM®/orkload Reduction, Flexible System Integrati@xecution
Transparency, Rule Enforcement; Process Implementation with Executable Mddeltify the
Automation Boundaries, RevieManual TasksComplete the Process Model, Granularity Level, T
Decomposition and suprocess creation, Task AggregatidBxecution Properties Variables,
Messages, Signals, Errors, and Their Data Types, Data MapBieigéce Tasks Send and Receiv
Tasks, Message and Signal Events, Script Taklser Tasks, Sequence Flow Expressiq
Implementing Rule$10L)

Text Books, | Text Books:
and/or 1. Fundamentals of Business Process Manageratttors: Marlon Dumas Marcello La
reference RosaJan Mendling, Hajo A ReijerSpringer Heidelberg New YorkSBN 9783-642-
material 331428

2.BUSINESS PROCESS MODEL AND NOTATION SPECIFICATION VERSION 2.0
[https://www.omg.org/spec/BPMN/2.0/AbeBPMN/]

3. Business Process Management For Dummies®, 4th IBMtédhiEdition
Published bylohn Wiley & Sons, Inc.

Department of Computer Science and Engineering

Course | Title of the course Program Core Total Number of contact hours

Code (PCR) / Lecture| Tutorial | Practical| Total | Credit
Electives (PEL) (L) (T (P) Hours

CSE Ontology

90XX Engineering PEL 3 0 0 3 3

Prerequisites: Course Assessment methods (Continuous Assessment (CAJT, vt
(MT), End Term (ET))
CA+ MT + ET [CA: 15%, MT: 25%, ET: 60%)]

Course At the completion of this courstudents will be able to:

Objective
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CO1: Introduce students to a variety of informal methods and-bagied formalisms to
analyse and capture the semantics of knowledge.

CO2: Equip students with the basic toolset to develop ontologies using a range forma
andchoosing a formalism suitable for the scope and application of the ontology.

CO3: Enable students to evaluate their own ontologies and ontologies from the literat

Topics
Covered

UNIT-I: Introduction: philosophical foundations, examples of ontomgiencepts, classe
relations, and properties, Ontologies as conceptual models: ER & UML diag
Foundational categories & relationsL}6

UNIT-II: Informal Ontologies: Lexicons- associating form with meaning (examp
Wordnet), Taxonomies (example: Snowmed CT), Taxonomies of relations (example: p
containment relations); Good ontology desig®ntology design methodology, analysi
ontologies, Ontologgvaluation. (&)

UNIT-Ill: Ontology Engineering: Constructing Ontology, Ontology Development Tg
Ontology Methods, Ontology Sharing and Merging, Ontology Libraries and Ont
Mapping,Logic, Rule and Inference Engines, abstraction levels of Ontdlatpper, Middle
and Detailed (8)

UNIT-IV: Lightweight ontologies for the Semantic Web: Syntax vs. Semantics, Syn
foundations: XML and URIs, Resource Description Framework (RDF) and RDF Sc
Linked Data. (8)

UNIT-V: First-order logic ontologies Syntax and semantics of firstder logic,Structures,
interpretations, models; Reasoning with fiostler logic ontologiés CNF, skolemization
unification, Resolutiofbased theorem provihgTheorem proving with ontologies, SAT
based model findingCommon Logic synta8L)

UNIT-VI: The Web Ontolgy Language (OWL2) OWL2 syntax and semantics, Descripti
Logicsi OWL2 syntax, Reasoning with OWL2, Expressiveness and tractability trad
Advanced aspects of loglmased ontologiesReference, domain, and application ontolog
Ontology patternsModules and relationships between ontologies, Ontology Verificatiol
Definability. (8.)

Text Books,
and/or
reference
material

Text Books:

1. Maria Keet, An Introduction to Ontology Engineering, College Publication.
Allemang, D., & Hendler, J. SemamiVeb for the Working Ontologist, Second Edition:
2. Effective Modeling in RDFS and OWL. Morgan Kaufmann Publishers.

3. Tom Heath and Christian Bizer (2011). Linked Data: Evolving the Web into a Globa
Data Space (1st edition).

4. Synthesis Lectures dhe Semantic Web: Theory and Technology, Morgan & Claypo
Franz Baader, Diego Calvanese, Deborah L. McGuinness, Daniele Nardi, and Peter R
Schneider, editors.

5. The Description Logic Handbook: Theory, Implementation and Applications, Secon
Edition. Cambridge University Press.

6. Web Ontology Language (OWLAtps://imwww.w3.0rg/OWL/

Department of Computer Science and Engineering

Course
Code

Title of the course| Program Core Total Number of contact hours Credit

(PCR)/ Lecture | Tutorial | Practical

Total
Hours

CSE90XX

Electives (PEL) | (L) (T) (P)
3 0 0

Software Testing PCR

66| Page



https://www.w3.org/OWL/

M. TECH. IN COMPUTERENCE AND ENGINEGR

Prerequisites: Those who opte| Course Assessment methods (Continuous Assesg@@tMid-Term
Advanced S/W Engg in podl (MT), End Term (ET))

is not eligible
CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%
Course At the completion of this course students will be able to:
Outcomes 0 CO1:Understand the evolution of software testing techniques, their goals and

the varous model®f software testing.

CO2:Generate test cases for software systems using black box and white box
techniques

COa3:Carry out regression testing of software systems

CO4:Test conventional, objecriented and web based software

COb5: Understand dalgging software and types of debuggers

Topics UNIT -I: Introduction to software testing, Basic concepts, Verification and Validation, F
Covered |box testing: Boundary value testing, Equivalence class testing, State Table Based
Decision TableBased Testing, Caudgffect Graph based Testing, Positive and Negd
Testing, Orthogonal Array Testing. [10L]

(@]

¢ O¢ O«

UNIT -l : White box testing: statement \@rage, Branch coverage, condition coverd
MC/ DC, path coverage, M ¢, Dadialflendbasedctgsting, Munedid

testing. [10L]
UNIT -lll: Static testing, Integration testing, System testing, Interaction testing, Perfor
testing, Regression testj, Error seeding, Debugging. ]

UNIT -IV: Objectoriented software testing: issues in objedented testing, Fault basg
testing, test cases and class hierarchy, Sicelbased Test design, Class testing: Random te
for objectoriented classes, Partition testing at the class level Inter class test case
multiple class testing, tests derived from behavioural models, Testing web based skyss¢
Adequay Measurement and Enhancemddontrol and Data flow esting tools.

[12L]
Text Books,| Text Books:
and/or 1. ¢c. J. Paul, Software testing: A cra
reference 2. I.Somervillei i Sofrtew& ngi neerWeslegydo, Addi son
material
ReferenceBooks:
3. S. Desikan, R. Gopalswamy, Software Testing: Principles and Practices, Pears
2006
4. G. J. Myers, The aof software testing, Wiley Istscience New York , 2011
Department of Computer Science and Engineering
Course Title of the course| Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE90XX| Software Project| PCR 3 0 0 3 3
and Quality
Management
Prerequisites: Software Course Assessmentethods (Continuous Assessment (CA), Mierm
Engineering (MT), End Term (ET))
CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%
Course At the completion of this course students will be able to:
Outcomes 0 CO1:Understand basic project attributes such as size, effort, cost etc
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CO2:Learn the desirable responsibilities of a good project manager
CO3:Measure length, volume, effort, time and cost of a project
CO04: Schedule project activities using PERT and GANTT chart
CO5: Handle various project risks and configuration mansgg

O¢ O¢ O« O«

Topics
Covered

UNIT -I: Preliminaries: Introduction to S/W project management, S/W project manage
competencies, responsibilities of a software project manager, Software process, S/W
models, project planning, organization of project team

(6L)
UNIT -II . Estimation Techniques: S/W size estimation, estimation of effort & durg
COCOMO models, Putmad s wor k, Jensends modeCK Methcs.
(aoL)
UNIT -Ill: Dependency & scheduling: PERT, CPM, Ga@hart, staffing, Organizing
software engineering project. (8L)

UNIT -IV : S/W configuration management, monitoring & cofling S/W projects, developin
requirements, risk management, project tracking & control, conuation & negotiating,
(aoL)

UNIT-V: S/W quality, S/W quality engineering, defining quality requirements, qu
standards, practices & conventions, ISO 9000, ISO 9001, S/W quality matrices, manage
organization issues, defect prevention, reviews & audits c&gability maturity model, PSH
Six sigma. (8L)

Text Books,
and/or
reference
material

Text Books:
1. B. Hughes, M. Cotterell, Rajib Malgoftware Project Management, McGraw Hill
2015
2. R. Walker, Software Project Management, Pearson , 2003

Reference Books:
7. R. H. Thayer, Software Engineering Project management, IEEE CS Press , 19
8. R. Pressman, Soft war e appmoach, MeGeaw Hilh, (2005

Department of Computer Science and Engineering

Course
Code

Title of the course

Program Core Total Number of contact hours
(PCR)/ Lecture | Tutorial | Practical| Total
Electives (PEL) (L) (T) (P) Hours

Credit

CSE
90XX

Cloud Computing

PCR 3 0 0 3 3

Prerequisites:

Course Assessment methods (Continuous Assessment (CAT,dvtid
(MT), End Term (ET))

CA+ MT + ET [CA: 15%, MT: 25%, ET: 60%)]

Course
Objective

At the completion of this course students will be able to:

CO1:The fundamental ideas behind Cloud Computing, the evolution of the paradigm,
applicability; benefits, as well as current and future challenges.

CO2: The basic ideas and principles in data center design; cloud management techni
and cloud software @éoyment considerations.

CO3: Understand the concept of virtualization and how this has enabled the developn
Cloud Computing.

CO4: Understand scaling, Storage model, Data processing service and cloud security

Topics
Covered

UNIT-I: Cloud Computiig Overview: Origins of Cloud computirig Cloud components
Essential characteristiceé On-demand seiService, Broad network access, Locat
independent resource pooling ,Rapid elasticity , Measured service, Comparing
providers with traditional I'Eervice providers, Roots of cloud computing, Cloud Architect
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influencesi High-performance computing, Utility and Enterprise grid computing, C
scenariosi Benefits: scalability ,simplicity ,vendors ,security, LimitationsSensitive
information - Application developmentsecurity level of third party security benefits
Regularity issues: Gernment policies. (8L

UNIT-II: Cloud Architecture Layers and Models Layers in cloud architecture, Software
Service (SaaS), features of SaaS and benefits, Platform as a Service ( PaaS ), feature
and benefits, Infrastructure as a Service ( laaS), featurégaSf and benefits, Servi
providers, challenges and risks in cloud adoption. Cloud deployment model: Publicicl
Private cloud$ Community clouds Hybrid clouds- Advantages of Cloud computing.L(B

UNIT-1ll: Management of Cloudervices: Reliability, availability and security of servig
deployed from the cloud. Performance and scalability of services, tools and technologi
to manage cloud services deployment; Cloud Economics: Cloud Computing infrastr
available foimplementing cloud based services. Economics of choosing a Cloud platfo
an organization, based on application requirements, economic constraints and busine
(10L)

UNIT-IV: Defining the Clouds for Enterprise: Storage as a service, Database as a {
Process as a service, Information as a service, Integration as a service and Testing as
Scaling claid infrastructure- Capacity Planning, Cloud Scale. Layered Data Proces
Approachi Cloud, Fog and Edge. I(§

UNIT-V: Cloud Storage- Global storage management locations, scalability, operat
efficiency. Global storage didbution; terabytes to petabytes and greater. Policy b
information management; metadata attitudes; file systems or object stotgge. (4

UNIT-VI: Cloud Security: Confidentiality, privacy, integrity, authentication,-nepudiation,
availability, access control, defence in depth, least privilege, how these concepts app
cloud, what these concepts mean and their importance in PaaS, laaS and SaasS.
authentication in the cloud; Cryptographic SysteBwnmetric cryptogramy, stream ciphers
block ciphers, modes of operation, pulkEy cryptography, hashing, digital signatur
public-key infrastructures, key management, X.509 certificates, OpenSSL.-tshaicy
issues, Virtualized System Specific Issuet.) (6

Text Books | Text Books:
and/or Cloud computing a practical approachnthony T.Velte , Toby J. Velte Robert Elsenpetg
reference TATA McGraw- Hill.
material Cloud Computing (Principles and Paradigms), Edited by Rajkumar Buyya, James Bro
Andrzej GoscinskiJohn Wiley & Sons, Inc
Department of Computer Science and Engineering
Course Title of the Program Core Total Number of contact hours
Code course (PCR)/ Lecture | Tutorial | Practical| Total | Credit
Electives (PEL) (L) (T (P) Hours
CSE90XX Softv_vare PEL 3 0 0 3 3
Architecture

Prerequisites:

Course Assessment methods (Continuous Assessment (CAJ,dvhad
(MT), End Term (ET))

CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%

Course
Outcomes

At the completion of this course students will be able to:

CO1: Understand the fundamentals of software architecture.
CO2: Study the various software Architectural Quality Attributes
COa3: Learn the various software architecture design Patterns
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CO4: Relate software architecture and software quality.

Topics
Coveed

UNIT-I: Introduction: Basic Cacepts of Software Architecture, Terminologies
Architecture, ComponentConnector, Configuration, Architectural Style, Architectd
Pattern, Models, Processes, Stakeholders, etc.; Méolg contexts of Architecture i
Technical, Project Lifecycle, business cycle, architectural patteaierence models
architectural structures, views, Style (6L)

UNIT -II': Architectural Quality Attributes: Functionality and Architecture, Architectu
and Quality Attributes, System Quality Attributes, Quality Attributes Scenario in Pra
Other System Quality Attributes. (4L)

UNIT -IIl:  Architectural Tactics and Patterns: Introduction, Design PatternsTactics
Patterns Catalogue Module Pattern (Layered, Module Decomposition), Component
Connecter (Broker, Modaliew-Controller, pipeandrFilter, Client Server, Pedo-Peer,
Service Oriented Architecture, Pubkshbscription, Shared Data), Allocation Pattern (M
Reduce, MultiTier, Enterprise)Relationship of Tetics to Architectural Patterns. (6

UNIT-IV: Applied Architectures and Styles: Distributednd Networkeg
Architectures: REST and SOARrchitectural Modelling and Description: Early
Architecture Description Languages, Views and Viewpoints, Choosing the Views, Com
Views Domain and Style Specific ADLs, Extensible ADL&ocumenting Softwarg
architecturei Domain Specific Language Model, Model Driven Architecture and U
(8L)

UNIT -V: Designing and Documenting Achitecture: Design StrategyThe Attribute
Driven Design Method, The Steps of ADDpcumenting Software ArchitecturedJses ang
Audiences for Architecturdocumentation Notations for ArchitectureDocumentation,
Building the Documentation Packagechitecture Documentation and Qualiytributes
(6L)

UNIT -VI: Evaluation of Architecture: Evaluation FactorsThe Architecture Tradeof
AnalysisMethod (ATAM), Lightweight Architecture Evaluation, Architecture Conformar
I By Construction, By anasfs, by Static and Dynamic Aspects, by Functional and-\
Functional Aspects

UNIT-VIl : Implementation: Concepts, The Mapping Problem, Arduture
Implementation Frameworks, Evaluating Frameworks, Middleware, Comp
Models, and Application Frameworks, Building a New Framework, Concurrg
Generative Technologies, Ensuring Consistency; Existing Framewbrksneworks
for the Pipe and FilteArchitectural Style, Frameworks for the C2 Architectural St
Framework Domain Specific Language; Implementation Case Study. (6L)

Text Books,
and/or
reference
material

Text Books:

1. Len Bass, Paul Clements, & Rick Kazm&oftware Architecturen Practice
(Thrid Edition) AddisonWesley.

2. Richard N. Taylor, Nenad Medvidovic, & Eric M. Dasho8oftware Architecture
Foundations, Theory, and Practic&/iley.

3. Frank Buschmann, Regine Meunier, Hans Rohnert, Peter Sommerlad, & M
Stal. PatternOriented Software Architecture: A System of PatteWiigey,

Department of Computer Science aBdgineering

| Title of the course | | Total Number of contact hours | Credit
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Course Program Core Lecture | Tutorial | Practical | Total
Code (PCR)/ (L) (M (P) Hours
Electives (PEL)
CSE **** | Agent based PCR 4 0 0 4 4
System
Prerequisites Course Assessment methods (Continuous (CT) and end assessmg
(EA)
Basic Computer Logic CT+EA
Algorithms, Distributed System
Course 1 CO1: formulatedefinitions of the most important concepts and the methods for
Outcomes intelligent agents and mulfigent systems
1 CO2: evaluate and use the most important concepts and the methods in the areg
intelligent agents and musigent systems.
1 CO3:To be able to desitre the main principles of distributed Al and the use of
techniques from Al in distributed environments.
T CO4:To classify different types of IA architectures and their ‘components’ (i.e.,
reactive, deliberative, social components), and the reldbetweeen these component
Topics {1 Introduction and basic concepts for DAI (distributed artificial intelligen¢4).
Covered 71 Coordination methods general models, joint coordination techniques,
organizational structures, information exchangehe metalevel, mutagent
planning, explicit analysis and synchronisation. (20)
71 Negotiation methods: principles, protocols, production sequencing as negotia
conventions for automatic negotiations. (6)
1 Interoperability: Methods for interoperation of software, speech acts, KQML,
FIPA. (5)
1 Multi-agent architectures: Lelevel architectural support, DAkstbeds, agent
oriented software development. (10)
1 Agent theory: Fundamentals of modal logic, the Blzh#iecture. (5)
1 Agent architectures: deliberative, reactive and hybrid architectures. (5)
1 Mobile agents: requirements, implementation, safety for mobile agents,
environments for mobile agents. Agent typology aahhical questions.
Applications. (6)
1 Practical part of the course that contains exercises and a project that includes
implementation of a mulagen system
Text Books, Text Books:
and/or 3. "An Introduction to Multi Agent Systems Second Edition", Michael Wooldridg
reference John Wiley & Sons, 2009.
material
Text Books, | 4. "Multiagent Systems: Algorithmic, GanrEnheoretic, and Logical Foundations", Y.
and/or Shoham and K. LeyteBrown, Cambridge UP, 2008.
reference 5. "Multi-Agent Systems", 2nd edition, G. Weiss, editor, The MIT Press, 2013.
material 6. Prof. Michael Rovat®s videos
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR) / Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M (P) Hours
CSE Service Oriented | PEL 3 0 0 3 3
90XX Architecture
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Prerequisites: Course Assessment methods (Continuous Assessment (CAT,dvtid

(MT), End Term (ET))

CA+ MT + ET[CA: 15%, MT: 25%, ET: 60%

Course At the completion of this course students will be able to:
Objective 6 CO1:To understand therinciples of service oriented architecture
0 CO2:To understand and describe the standards & technologies of services orig
system development
0 CO3:To analyse and select the appropriate framework components in the crea
web service solutions
0 CO4:To apply objecbriented programming principles to the creation of web sef
solutions
Topics UNIT -I: Introducing SOA: Fundamental SOALommon characteristics of contempori
Covered |SOA- Common misperceptions about SOB&ommon tangible benefitsf SOA- Common

pitfalls of adopting SOA The Evolution of SOAn SOA timeline (from XML to Web service
to SOA) The continuing evolution of SOA (standards organizations and contributing ven
The roots of SOA (comparing SOA to past architectures) B&aices and Primitive SOA
The Web services frameworgervices (as Web serviceService descriptions (with WSDL
Messaging (with SOAP), SOA Standaiid®©ASIS Reference Model, S3, Enterprise Ser
Bus. (aoL)

UNIT-Il: SOA and ServiceOrientation: Principles of Servic®rientaton-Service
orientation and the enterprisgnatomy of a serviceriented architectureCommon principles
of serviceorientation How servicerientation principles interelateSectionService
orientation and objeatrientation, Native Web service supporbr fserviceorientation
principles. - Service Layersi Service orientation and contemporary SO3ervice layer
abstractiorapplication service laydBusiness service layerOrchestration service laye
Agnostic servicesService layer configuration scenarios. (8L)

UNIT-lll: Web Services and Contemporary SOAMessage exchange patteri@ervice
activity-coordinatiorAtomic transactionsBusiness activitie®©rchestratiorChoreography
Web Services and Contemporary SOA(Issues) : AddresRigigable messagingorrelation
Policies Metadata exchang&ecurity Notification and eventing. (6L)

UNIT -1V : Building SOA (Planning and Analysi9: SOA Delivery StrategiesSOA delivery
lifecycle phasesThe topdown strategyThe bottomup strategy The agile strategy Servieg
Oriented Analysis (Introduction): Introduction to servarented analysisBenefits of a
businesscentric SOA Deriving business services. (6L)

UNIT -V: ServiceOriented Analysis: Service modelling (a stepy-step process)Service
modelling guidelines Classifying service model logicContrasting service modellin
approaches (an example) (4L)

UNIT -VI: ServiceOriented Design Introduction to serviceriented designWSDL-related
XML Schema language basicgVSDL language basiesSOAP language basicService
interface design tools Servi€riented Design (SOA @nposition Guidelines): Steps
composing SOA Considerations for choosing service layers and SOA standards, pos
of cores and SOA extensions Serviggented Design (Service DesigrPDverviewService

design of business service, application servi@askscentric service and guidelines Servig
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Oriented Design (Business Process Design)-BPEL language basid&/S-Coordination

overview Serviceoriented business process design (a-btegtep process). (8L)
Text Books,| Text Books:
and/or 6. Thomas Er{Or,ji@n$erdviAcehi tecture: Con
reference Pearson Education Pte Ltd
material 7. Thomas Erl , 0SOA Principles Of Ser vi
8 Tomas Erl and Grady BoochHalb2B0BA De s i
Department of Computer Science and Engineering
Course Title of the Program Total Number of contact hours Cred
Code course Core (PCR) / it
Electives (PEL)
Lectur | Tutori Practic Total
e (L) al (T al (P) Hours
CS 9042 | Game Theory PEL 3 1 0 4 4
and its
Applications

Prerequisites

Course Assessment methods (Continuous (CT) and end
assessment (EA))

Basics of Algorithms,Data
structures,
Mathematics, and Probability.

CT+EA
Discrete

Course

Sut | CO1: Can have the efficiency to act in a strategic situation. } CO2: Can
utcomes
analyse the strategic interactions among agents. | CO3: Can understand the
modern state of the art in Game Theory and its  applications.
Topics Introduction . (2)
Covered Non-Cooperative Game Theory: Introduction to Game Theory, Extensive Fo

Games, Strategic Form Games, Dominant Strategy Equilibrium, Pure Stratagly
Equilibrium, Mixed Strategy Nash Equilibrium, Sperner's Lemma, FReiht Theorem
and Existence of &sh Equilibrium, Computation of NasBquilibrium, Complexity of
Computing Nash Equilibrium, Matrix Games (TviRlayers Zero Sum Games), Bayes
Games, Subgame Perfect Equilibrium. (12)

Mechanism Design without Money:One sided and twsided matchingvith strict
preferences, Voting theory, and Participatory democracyég&hanism Design with
Money: Auction basics, sponsored search auctid®syenue optimal auctions, VCG
Mechanisms. (6)

Cooperative Game Theory Correlated Strategies and Correlatglilibrium, Two
Person Bargaining Problem, Coalitional Games, The Core, and The Sh&gley (4)
Repeated Games and its Applicationq4)

Applications: Incentive Study in- P2P Networks, Crowdsourcing, Digitaurrency,
Social networks, Reputatidystems. (10)

Some Special Topics Fair Division, Price of Anarchy, scoring rules, Hierarclof
equilibrium, Learning in Auction, Synergies between Machine Learning & G
Theory. (12)
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Text Text Books:
Books, 1. N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani. Algorithmic Game
and/or Theory. Cambridge University Press, New York, NY, USA, 2007, ISSN: 978
reference 0521872829.
material 2. M. Maschler, E. Solan, and S. Zamir. Game Theory, Cambridge Univénsss;
15'Edition, ISSN: 9781107005488, 2013.
3. Y. Narahari. Game Theory and Mechanism Design. World Scientific Publishing
Company Pte. Limited, 2014, ISSN: 99814525046.
4. T. Roughgarden, Twenty Lectures on Algorithmic Game Theory, Cambridge
University Press, 2@l ISSN: 9781316624791.
Reference Book/Lecture Notes:
1. T. Roughgarden, CS364A: Algorithmic Game Theory Course (Statfardersity),
2013.
2. T. Roughgarden, CS269I: Incentives in Computer Science Course (Stanford
University), 2016.
3. S. Barman and Y. Narahari, E1:254 Game Theory Course (lISc Bang&alote),
Department of Computer Science and Engineering
Course Title of the Program Total Number of contact hours Cre
Code course Core(PCR) / dit
Electives (PEL)
Lectur | Tutori Practic | Total
e (L) al (T al (P) Hours
CS 9067| Randomized PEL 3 1 0 4 4
Algorithms

Prerequisites

Course Assessment methods (Continuous (CT) and end
assessment (EA))

Basicsof Algorithms and CT+EA

Probability

Course } CO1: To be able to model a problem using randomized algorithms, if
Outcomes

itis necessary.

| CO2: Comparing standard randomized algorithm with its non -
randomized version through analysis.

| CO3: Can learn tools and techniques for designing and analysing

randomized algorithms.
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Topics
Covered

Introduction: Overview and Motivational Examples. (2)
Tools:

} Indicator Random Variable, Linearity of expectation; Markov

inequality; Chebyshev's

inequality; Chernoff bound; Union bound with examples to Randomized
algorithm

design. (12)

} Coupon Collection and Occupancy Problems. (4)
} Conditional Expectation and Martingales. (4)

} Balls, Bins and Random Graphs. (4)

| Markov Chains and Random Walks. (4)

| Probabilistic Method. (6)
Applications:
} Sorting; Selection; Data Structure; Graph Problems. (6)

} Metric Embeddings. (3)

J Online Algorithms. (4)

} Algorithms for Massive Data Set include Similarity Search.
4)

} Other Modern Applications. (3)

Text
Books,
and/or
reference
material

Text Books:

1. Rajeev Motwani and Prabhakar Raghavan, Randomized Algoritffhis]ifon,
Cambridge Universitpress, Cambridge, MA, 1995.

2. Thomas H. Cormen, Charles Leiserson, Ronald Rivest, and CliffStdin.
Introduction to Algorithms. 3rd ed. MIT Press, 2009. ISBN:80262033848.

3. M. Mitzenmacher and E. Upfal, Probability and Computing: Randomized

Algorithms and Probabilistic Analysis, Cambridge University Prés3. Kleinberg

and E. Tardos, Algorithm Design,Pearson.

Reference Book/Lecture Notes:

1. D. Karger, 6.856J/18.416J: Randomized Algorithm (MIT Course), S[20i®.

2. Siddharth Barmaand Arindam KhaniE0O 234: Introduction to Randomized
Algorithms (11Sc.), Spring 2021 (Several links of other courses are provided)

3. A. Goel, CME 309/CS 365: Randomized Algorithm (Stanford Course), Winter
201213.

4. G. Valiant, CS265/CME309: Randomilzalgorithms and Probabilistidnalysis
(Stanford University Course), Fall 2018.

5. Dimitri P. Bertsekas and John N. Tsitsiklis, Introduction to Probability, 2
Edition, Athena ScientificJuly 2008.

6. T. Roughgarden, CS261: A Second Course in Algorithms (Stanford
University), 2016 and Randomized Algorithms: COMS 4995 (2019)

Department of Computer Science and Engineering

Course Title of the course| Program Core Total Number of contact hours Credit

Code

(PCR) / Electives | Lecture | Tutorial | Practical | Total
(PEL) (L) (M P) Hours
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CSE 90 | Computational PEL 3 0 0 3 3
Geometry

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmer

A course on Design and CT+EA
analysis ofalgorithm

Course 1T COl:Togdsi gn dnewd geometric algorithms.
Outcomes 1 CO2: Tomap problems to computational geometric problems.
1 COa3: To solve a wide range of practical problems in a variety fields such as graphic
robotics, databases, sensor network
1 CO4: Toread and understand algorithms published in journals.
Topics Computational Geometry Introduction: Historical perspective§&eometric preliminaries, Conve
Covered Hull, Algorithms to find the Convex Hull
Divide and Conquer algorithm, Output sens
analysis for Convex Hull Algoritim, Application Domains : Diameter of a point set
[7]
Line Segment Intersection Line Segment Intersection, The Douiidpnnectd Edge List,
Computing the Overlay of Two Subdivisions, Boolean Operations [4]
Polygon Triangulation: Guarding and Triangulations, Counting the number of triangulations if
convex polygon, Art Gallery Theorem, Monotone Polygon, Partitioning a Polygon into Monotg
Pieces, Triangulating a Monotone Polygon, [5]
Orthogonal Range Searching 1-Dimensional Range Searching, Kd Trees, Range Trees, Hi
Dimensional Range Trees, Fractional Cascading. [5]
Point Location: Point Location and Trapezoidal Maps, A Randomized Incremental Algorith
comput e a Trapezoidal Map and a Se aiprobfems {
(5]
Voronoi Diagram and Delaunay Triangulation: Definition and Basic Properties of Voron
Diagram, Computing the Voronoi Diagram: Fortune Sweep Algorithm, Divide and Co
Algorithm. Closest pair Problems. Application of @api diagrams, Triangulations of Planar Pg
Sets, The Delaunay  Triangulation, Computing  the  Delaunay  Triangul
(8]
Arrangements and Duality: Arrangement of ling, Zone theorem, Duality, Application of
arrangements and duality, Ham Sandwich Cut [4]
Geometric Data Structure Interval Trees, Priority Search Trees, Segmeaes$r[4]
Text Books, Text Books: 1. Mark de
and/or Berg, Marc van Kreveld, Mark Overmars, Otfried Chedbgmputational Geometry:
reference Algorithms and Applications, Third Edition, Springer Verlag
material 2. Franco P. Preparata and Michael lan Shar@amsnputational Geometry- An Introduction ,
Springer Verlag
3. Joseph O' Rourk€omputational Geometry in C, Cambridge Univeity Press
Reference Material:
1. Lecture notes on Computational geometry by David Mount
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR) / Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (M) (P) Hours
CSE Computability PEL 3 0 0 3 3
90XX Theory

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmg
(EA))

Formal Language and Automal CT+EA
Theory, Discrete Structures.
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Course
Outcomes

1 CO1: The course would give sufficient insights in the evolutiorea$onableand
formal models of computation and overall development of the theory of
Computability to define what is Computable.

1 CO2: The Course will enable students to perceive Computability Theory as a
for Computational Complexity Theory aefficient computation.

1 CO3: The course will enable the students to ipfectical consequencesf the
concepts and theorems at eatztgs and relate to applications of the theory in a
natural way

Topics
Covered

Review of: Basic Notations, Logic, Set Theory, Algebra (Structaeis, Representation,
Partial and Total Functions), Formal Language Theory (Words and Languages). [2]
Axions, theories and Paradoxd&dodels and Interpretations, Formal Axiomatic Systems
Formalization of Logic and MathematiecBe ci dabi |l i ty, Compl e
I ncompl eteness Theorem), Consistency
consequenceq4]

Formal Models of Computation, Algorithms and Computability; General Recursive
F un ct iCalaulss, TM&, The Computability Thesis (Church Turing Thesis). [5]
The Turing Machine Basic Model, Generalized Models, Reduced Model, Equivalence
between Mdalels, The Universal Turing Machi@oding and Enumeration, Evolution of
the Modern Computer The Generalized View (General Purpose Computers {GPC}),
Formalization of Definition and Characterization for Design of Algorithms, Conceptus
Operating Systms, Design of RandeArccess Machines. [10]
SemiDecidable sets, Parametrization and Recursion Theorems (RT), Recursive Prog
Definition and Execution, Conceptualization of Function Calls in GPC. [2]
Decidability, Serilecidability and Undecidability the Light of Turing Machine based
Inferences, Computable and Incomputable Functions/Problems. [2]

Computational Problems and Algorithm Desighhe Decision, Search, Counting and
Enumeration Problems. [2]

Incomputable (NorComputable) ProblemsThe Haltig Problem, Properties of Turing
Languages, The Post’'s Correspondence
Algorithms (and Programs), Word Problems, Existence of Zeros and Functions, Proy
and Satisfiability of Formulas of the First order thed8]

Proving Norcomputability— Using Methods of Diagonalization and Reduction, Using t
RT, Using Rice's Theorem. [ 2]

Oracle TMs and Computation, Turing Reductions and Turing Degrees and Hierarchig
Unsolvability. [3]

P, NP and Relativ@omputability. [2]

Text Books,
and/or
reference
material

Text Books:

Introduction to the Theory of Computation by Michael Sipser
Reference Books:

Handbook of Computability Theory by Edward Griffor
Computability and Complexity Theory by Homer and Selman
Computers and Intractability by Garey & Johnson

Department of Computer Science and Engineering

Course Title of the course| Program Core Total Number of contact hours Credit

Code

(PCR) / Electives | Lecture | Tutorial | Practical | Total
(PEL) (L) (T) (P) Hours
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CSE 90 | Approximation PEL 3 0 0 3 3
Algorithm

Prerequisites Course Assessment methods (Continuous (CT) and end assessmer

A course on Design and CT+EA

analysis of algorithm

Course 1 COLl: To become familiar with important algorithmic concepts and

Outcomes techniques needed to effectively deal whif? complete problems.

1 CO2: To desigran approximation that is close to the optimal solution of
hard problems.

1 CO3: To determine whether a problem banapproximated or not

1 CO4: Toread and understand algorithms published in journals.

Topics Introduction: Lower bounding OPT; An approximation algorithm for vertex co

Covered Well-characterized problems and rrirax relations; Traveling salespergmoblem
(TSP); Metric TSR A simple factor 2 algorithm, Improving the factor to 3/2.
Steiner tree problem and itsapproximation algorithm. (6)

Greedy Approximation Algorithms: The minimum multiway cut problem, SET
cover problen, Hochbaum Mass shifting strategy for covering problem, Edge
Disjoint Paths problem (8)
Rounding Data and Dynamic Programming:Knapsak problem, An FPTAS for
knapsack, Bin Packing, An asymptotic PTAS for Bin Packing, Euclidean TSP
(8)

Local Search:Max-Cut, Minimum Degree Spanning Tree (3)
Linear Programming: Integer Linear Pragamming (ILP); Formulation of Vertex
Cover, SET Cover and Max Flow using ILP; LP Rounding technique for produ
approximation algorithms. (5)
Introduction to LP -Duality: The LRdualitytheorem, Minmax relations and LP
duality, The notion of integrality gap (3)
Randomized rounding ofLinear Programs: Maximum Satisfiability SET cover
4)

Hardness of Approximation: Reductionsgaps, and hardness factors, The PCP
theorem, Hardness of MARSAT, Hardness of MAX3SAT with bounded
occurrence of variables, Hardness of vertex cover and Steiner tree, Hardness
clique, Hardness of set covdihe twoprover oneround characterization &P,
The gadget, Reducing error probability by parallel repetition, The reduction

(5)
Text Books, Text Books: 1. David P.
and/or Williamson and David B. Shmoy%$he design of Approximation Algorithms, Cambridge
reference University Press
material 2. Vijay V. Vazirani, Approximation Algorithms , Springer Verlag
Department of Computer Science and Engineering
Course Title of the Program Total Number of contact hours Cre
Code course Core(PCR) / dit
Electives (PEL) | Lectur | Tutori Practic | Total
e (L) al (T al (P) Hours
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CS 90 Computational PEL 3 0 0 3 3
Complexity
Theory
Prerequisites Course Assessment methods (Continuous (CT) and end
assessment (EA))
Basicsof Algorithms and CT+EA
Probability
Course } CO1: To be able to understand the need for complexity analysis at a
Outcomes
high level.
} CO2: To be able to analyze algorithmic problems under computational
lens.
} CO3: Learning different hierarchies of complexity theory.
Topics 0 Basic Complexity classes
Covered 3 The computational models revisited (2)
3 NP and NP Completeness and its different hierarchies (2)
3 Time and spachierarchy theorems (2)
3 Space Complexity (2)
3 Polynomial hierarchy and alterations (3)
3 Circuit Complexity (3)
3 Randomized computations (3)
3 Interactive proofs (2)
3 Complexity of counting (2)
0 Lower bounds for concrete computational models
3 Decision trees (2)
3 Conmunication complexity (3)
3 Circuit lower bounds (3)
0 Advanced topics
3 Average case complexity and Le
3 Derandomization, Expanders, and Extractors (3)
3 Hardness amplification and error correcting codes (3)
3 PCP and hardness of approximation (3)
3 Logic in complexity theory (2)
Text Text Books:
Books, 1. Sanjeev Arora and Boaz Barak. Computational Complexity: A Modern Approg
and/or Cambridge University Press.
reference 2. Christos Papadimitriou. Computational ComplexXtgarson.
material Reference Book/Lecture Notes:
1. Ryan O'Donnell, 2855: Graduate Computational Complexity Theory
(2017)
2. Van Melkebeek, CS 72:@Complexity Theory (2016).
3. Michael R. Garey and David S. Johnson. Computers and Intractability:
A Guide to thelTheory of NRCompleteness. H. Freeman
Department of Computer Science and Engineering
| Title of the course] | Total Number of contact hours | Credit
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Course Program Core Lecture | Tutorial | Practical | Total
Code (PCR) / Electives | (L) (M P) Hours
(PEL)
CSE 90 | Computational PEL 3 0 0 3 3
Number Theory

Prerequisites

Course Assessment methods (Continuous (CT) and end assessmer

Fundamental of Cryptography CT+EA

Course 1 CO1: Foundation of modern cryptography.
Outcomes 1 CO2: Learn Elliptic Curveryptography
1 CO3: The paring concept
1 CO4: Skill development of cryptographic application development
Topics Arithmetic of Finite Field : Field and Field extension, Representation of Finite field, Polyndmia
Covered Basis representation, Properties of Finite FieMultiplicative order, Normal form, Minimal
polynomial, Alternative representation [6]
Arithmetic of Polynomial: Polynomial over Finite Field, Polynomial arithmetic, Irreducia
polynomial, Testing irreduciability, Roots of a polynomidfactoring, Polynomiaover integer,
rational and complex number, Discriminant, Hensel Lifting. [6]
Arithmetic of Elliptic Curve : Elliptic curve over Finite field and Field extension, Elliptic curve
arithmetic, Elliptic curve in characteristic 2 and 3fie and Projective plane, Rational function o
curve, Endomorphism on Elliptic Curve, Divisor [8]
Pairing: We i | Pairing, Mill erds Al gorithm, Tat €
Curve, Implementation algorithms , Ellipticcurve pagnbo unt i ng, Schoof 6s
Factorization Algorithms: Quadratic Sieve method, Elliptic Curve Method, Nurmmbild Sieve
method. [8]
Index Calculation Method: Linear Sieve method, Residligst Sieve method, Cubic Sieve metho
NumberField Sieve method. [4]
Pairing Based Cryptography: Identity-Based encryption, Key Agreement based of pairing,
Identity-based signature, Certificate less public key. [4]
Text Books, Text Books:
and/or 1. Computational Number Theory: Abhijit Das, CRC Press.
reference 2. Elliptic Curves: Number Theory and Cryptography, L. C. Washington, CRC press
material 3. Guideto Elliptic Curve CryptographyDarrel Hankerson,Al f r ed J Sc beéehe
V a n s t, $pringer
Department of Computer Science and Engineering
Course Title of the Program Total Number of contact hours Credit
Code course Core(PCR)
/ Electives Lecture | Tutori Practic Total
(PEL) (L) al (T al (P) Hours
CS 90 Data Stream PEL 3 0 0 3 3
Algorithms

Prerequisites

assessment (EA))

Course Assessment methods (Continuous (CT) and end

Basicsof Algorithms and CT+EA

Probability
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Course
Outcomes

} CO1: To be able to understand the need for space -efficient
algorithm design.
} CO2: Designing faster algorithms for massive data sets.

} CO3: Can analyze the algorithms for data streams..

Topics
Covered

Overview and motivationaxamples. (1)

Finding frequent items deterministically. (2)
Estimating the number of distinct elements. (2)
A better estimate for distinct elements (2)
Approximate counting (3)

Finding frequent items via (linear) sketching (3)
Estimating frequency moemts. (2)

The tugof-War sketch. (2)

Estimating norms using stable distribution (2)
Sparse recovery (2)

Weight based sampling (2)

Finding the median (sublinear) (2)

Geometric streams and coresets (3)

Metric streams and clustering (3)

Graph streams: basidgorithms (2)

Finding maximum matching (2)

Graph sketching (2)

Counting triangles (2)

Communication complexity and lower bounds (3)

O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O« O« O« O« O¢ O«

Text Books,
and/or
reference
material

Text Books:

1. Amit Chakraborti, Data stream algorithasaft version).

2.S. Muthukrishnan, Data Streams: Algorithms and Applicatihsw publishers Inc)
(This survey may supplement the book:

https://www.cs.princeton.edu/courses/archive/spr04/cos598B/bib/Muthu
Survey.pdf)

Reference Book/Lecture Notes:

1. Amit Chakraborti, € 35/135: Data Stream Algorithms, Spring 2020 (Dartmou

2. T. Roughgarden, CS168: Modern Algorithmic Toolbox (with Greg
Valiant) (Spring 2017)

Department of Computer Science and Engineering

Course
Code

Title of the
course Core(PCR) / dit

Program Total Number of contact hours Cre

Electives (PEL)
Lectur | Tutori Practic Total

e (L) al (T) al (P) Hours

CS 90 Online
Algorithms

PEL 3 0 0 3 3

Prerequisites

Course Assessment methods (Continuous (CT) and end
assessment (EA))

Basicsof Algorithms and

CT+EA

8l| Page




M. TECH. IN COMPUTERENCE AND ENGINEGR

Probability
Course } CO1: To be able to understand the need for online algorithm design.
Outcomes
} CO2: To be able to recognize a real life problem as an online
algorithm design problem.
} CO3: Can analyze the online algorithms..

Topics 0 Overview and motivational examples. (1)
Covered 0 Deterministic Online Algorithms. (2)

0 Randomized Online Algorithms. (2)

0 Some Classical Problems (list accessingekvers) (2)

0 Online Algorithms and Pricing (2)

0 PrimalDual Methodfor Online Problems (3)

0 Online MaxSat and Submodular Maximization (2)

0 Advice Model. (2)

0 Dynamic Graph Algorithms (2)

0 Real Time Models (2)

0 Revocable Decisions, Parallel Threads, and Multiple Pass Online Models

0 Alternatives to Competitive Analysis (2)

0 Stochastic Inputs (3)

0 Priority Model (3)

0 Online Learning (2)

0 Online Game Theory (2)

0 Online Advertising (2)

0 Finance (2)

0 Networking and Online Navigation (3)
Text Text Books:
Books, 1. Allan Borodin and Denis Pankrat@vnline Algorithms(draft version, 2019).
and/or Reference Book/Lecture Notes:
reference 1. Serge Plotkin, CS3690nline Algorithms (2013)
material 2. T. Roughgarden, CS261: A Second Course in Algorithms (Stanford

University), 2016.
Department of Computer Science dmjineering
Course Title of the Program Total Number of contact hours Cre
Code course Core(PCR) / dit
Electives (PEL)
Lectur | Tutori Practic | Total
e (L) al (T) al (P) Hours
CS 90 Algorithmic PEL 3 0 0 3 3
Mechanism
Design
Prerequisites Course Assessment methods (Continuous (CT) and end
assessment (EA))

82| Page




M. TECH. IN COMPUTERENCE AND ENGINEGR

Probability

Basicsof Algorithms and CT+EA

Course
Outcomes

} CO1: To be able to understand the need for Algorithmic Mechanism
design (AMD).
} CO2: To be able to recognize a real life problem as an AMD problem.

} CO3: Learning tools to analyze AMD problems..

Topics
Covered

Overview and motivational examples. (1)
Ascending Auctions. (1)
Unit-Demand Valuations. (1)
CrawfordKnoer Auction (2)
ClinchingAuction (1)

Gross Substitutes (3)
Submodular Valuations (2)

MIR and MIDR Mechanisms. (2)
Scaling Algorithms (1)

Convex Rounding (2)

Shrinking Auction (2)

BIC Mechanisms (2)

Black-Box Reductions (2)

POA of Simple Auctions (2)
BayesNash POA (2)

FirstPrice Auctions (2)
Uniform-Price Auctions (2)
Revenue Maximization (2)
Border's Theorem (2)

Optimal Mechanisms (2)

Liquid Democracy and beyond (3)
Other topics (3)

O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O¢ O« O¢ O¢ O« O« O¢ O¢ O¢ O¢ O« O«

Text
Books,
and/or
reference
material

Text Books:

1. N. Nisan, T. Roughgarden, E. Tardos, and V. V. Vazirani. Algorithmic Game
Theory. Cambridge University Press, New York, NY, USA, 2007, ISSN: 978
0521872829.

2. T. Roughgarden, Twenty Lectures on Algorithmic Game Theory, Cambridge
University Press2016, ISSN: 978.316624791.

3. J. D. Hartline, Mechanism Design and Approximation (online version).

Reference Book/Lecture Notes:

1. T. Roughgarden, CS364B: Frontiers in Mechanism Design (Winter
2014, Stanford)

2. J. D. Hartline, CS 496: Mechanism iggs(2018, 2016)

3. Ariel Procaccia, CS 238: Optimized Democracy (2021, Harvard
University)

Department of Computer Science and Engineering

Course

Title of the Program Total Number of contact hours Cre
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Code course Core(PCR) / dit

Electives (PEL)
Lectur | Tutori Practic Total

e (L) al (T al (P) Hours

CS 90 Theory of Parallel | PEL 3 0 0 3 3
Systems
Prerequisites Course Assessment methods (Continuous (CT) and end

assessment (EA))

Basicsof Algorithms CT+EA

Course CO1: To be able to understatite theoretical foundations of geneqlirpose
Outcomes parallel computing systems.

CO2: To be able to recognizégorithmic underpinnings of parallel systems.
CO3: Learning tools to analyzarallel systems

CO4: Learning to imgment parallel programs.

Topics
Covered

Overview and motivational examples. (1)

Dynamic Multithreading(3)

Cilk, Matrix Multiplication, and Sorting(3)

Other implementation software for parallel programs. (1)
Understanding hardware, Serigrformance and Caching techniq(@s
CacheOblivious Algorithms (1)

Determinacy race in parallel programs and algorit(2hs

Upper and lower bounds for space requirement in parallel progf2ms.
Memory Contention: How to share memories to procesg2ys.
Scheduling and its analysis (with Cilk) (3)

Memory Consistenci{?)

Parallel storage allocation (2)

Competitive Snoopy Cachin(@)

Snoopy Caching and SpBlock Problem(2)

Hypercubic Networkg3)

Routing(2)

Permuting Data on Parallel Disi3)

Sorting and Permutin(g)

Speculative parallelism (1)

Parallelism on Graphs with real life examples (2)

O¢ O¢ O¢C O¢ O¢ O¢C O¢ O¢C O¢ O¢ O¢ O¢ O¢ O« O¢ O¢ O¢ O« O¢ O«

Text Text Books:

Books, 1. Thomas H. Cormen, Charles Leiserson, Ronald Rivest, and Cliftmid.

and/or Introduction toAlgorithms. MIT Press (2nd and 3rd Editions).

reference

material Reference Book/Lecture Notes:

1. Bradley Kuszmaul, Charles Leiserson, et. al. SMA 5509:Theory of
Parallel Systems (MIT).

2. C. Leiserson and J Shun, MIT 6.172: Performance Engineering of
Software System2018.

Department of Computer Science & Engineering

| Title of the course | | Total Number of contact hours | Credit
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Course
Code

Program Core Lecture | Tutorial | Practical | Total
(PCR) / (L) (T) P) Hours
Electives (PEL)

CSE90 Advanced Graph | PEL 3 0 0 3 3
Theory

Prerequisites

Course Assessment methods (Continuous (CT) and end assessme
(EA)

CSE90 CT+EA
(Advanced Graph Theory)

Course
Outcomes

1 Understand the basic concept of graph and its properties and appbsthegroperties
of graph theory to prove different applications
9 Discuss about chromatic characteristics, planar graph and solve various graph
problems using planarity and coloring.
I Students can explore knowledge of graph theory to solve the teglgndtiven and
research oriented problems.
I Use a combination of theoretical knowledge and mathematical thinking to solve \
computer science applications.

Topics
Covered

Fundamental concepts of graphsBasic definitions, graphs and digraphs, propert
subgraphs, complementation; Incidence and adjacency matrices; Complete graphs
graphs; Petersen graph; Handshaking lemma; Bipartite graphs, Ramsey
Isomorphism of graphs, Operation on drap 6L
Connectivity: Vertex and edge connectivity, Cliques and independent sets; coni
components, paths and cycles, cuts, blocksykected graphs; Menger's theorem; diam
and shortest paths. 5L
Trees and forestscenters and centroids; spanning trees, Steiner treesegmeration
Cayl eyds theor em; Huf f man coding, Prg¢f
Graphtravergl: Eul eri an and Hamiltonian graph

finding Eulerian paths or cyclesraveling Salesman problem.

Directed graphs:Tournaments, directed paths and cycles, Eulerian digraphs, conng
and strongly connected digraphs; directed acyclic graphs (DAG), topalsgirting. 2L

Planarity: Plane and planar graphs, maximal planar graphs;pgNorarity of K5 and K3,3
Kuratowski s theor em; pl anar dual ; Eul
genus, thickness, and crossing number; 5L

Matching, Covering, hdependent setMaximum matching, perfect matching; Matching
bipartite graphs Konig's theorem, Hall's marriage theorem; Matching in general gra
Tutte's theorem; weighted matching; Latimuare; Minimum covering; Maximun
independent set 6L
Factor and Coloring Factor of complete graph, Types-factor, 2-factor; Vertex and edgg
coloring, clique number @hchromatic number; vertex colog - Brooks'; theorem, Edg
colaing - Vizing's theorem; Chromatic partitioning, Chromatic polynomial, Five rc
theorem for planar graphs; Fecwlor theorem for lanar graphs; line graphs.

Network flows:Flows and matching; mafkow min-cut theorem.

Some graphs: Perfect graphs, Random graphs. 2L

Text Books,
and/or
reference
material

Text Books:

1. Douglas B. West. Introduction to Graph Theory.rBaaEducation, Second Edition,
2000

2. R. Deistel. Graph Theory. Spring®erlag NewYork 1997.

3.J. A. Bondy and U.S.R. Murty: Graph Theory, Springer, 2008.

Reference Books:

1. N. Deo. Graph Theory; With Applications to Engirieg and Computer Science. PHI,
1974

2. S. Pirzada. An Introduction to Graph Theory. OrientBdavan, 2014

85| Page




M. TECH. IN COMPUTERENCE AND ENGINEGR

3.R. J. Wilson and J.J. Watkins. Graphs: An Introductory Approach. John Wiley and
Inc.

Department of Computer Science & Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total

Electives (PEL) | (L) (T) (P) Hours
CSE90 CAD for VLSI PEL 3 0 0 3 3

Prerequisites

Course Assessment methods (Continuous (CT) and end assessment (EA

Digital Electronics,
Computer Organisation,
Algorithm Design..

CT+EA

Course
Outcomes

1
1

1
|

CO1:To visit the various stages of the VLSI design cycle and appreciate the 1
automation therein.

CO2 : To appreciate how High Level Synthesis converts an HDL code in
architecture level design.

CO3: To discuss the algorithmapproach to physical design.

CO4 : To emphasize the importance to testability measures in the design.

Topics
Covered

VLSI Design cycle. Design styles. System packaging styles. Fabrication of VLS

Design rulesverview. (5)

HLS : Schedulirig High Level Synthesis. ASAP and ALAP schedules. Time cong

and Resource constrained scheduling. (5)

HLS : Allocation and Binding. Datapath Architectures and Allocation tagks.

Partitioning. Clustering technigues. Group Migratagorithms.  (3)

Floorplanning. Constraint based Floorplanning. Rectangular Dualization. Hiera

Tree based methods. Simulated Evolution approaches. Timing Driven floorpla
()

Placement. Simulation based placement algorithms. Partitioning based place

algorithms.Cluster Growth. (4)

Global Routing. Maze Routing algorithms. Line probe algorithms. Shortest Path

algorithms. Steiner’s 4ree based alg

Detailed Routing. Channel Routing Algorithms. Switchbox Routing.-tiaaseell

routing. Clock and Power Routing4)

Design for testability. Fault testing. Adc and structured DFT techniqueg7)

Text Books,
and/or
reference
material

Text Books

Reference Books

1. Algoithms for VLSI Physical Design Automation. N.A.Sherwani. Kluwer Acg
Publishers.

2. HighLevel Synthesis : Introduction to Chip and System Design. Gajski et. al. .
Academic Publishers.

3. Digital Systems Testing and Testable Design. AbramoviciJeia.Publications

4. VLSI Physical Design Automation. Sadig M. Sait and Habib Youssef.
Academic Publishers.

5. Algorithms for VLSI Design Automation. Sabih H. Gerez. Wiley India.

6. Essentials of Electronic Testing for Digital, Memory ance#BSignal VLSI Circui
Bushnell and Agrawal. Kluwer Academic Publishers.

Department of Computer Science & Engineering |
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Course Title of Program Total Number of contact hours Credit
Code the course Core (PCR) | Lecture | Tutorial | Practical | Total
/ Electives | (L) (T) (P) Hours
(PEL)
CSE90 Cyber PEL 3 0 0 3 3
Physical
Systems
Prerequisites Course Assessment methods (Continuous (CT) and end assessment (E
Computer Organisation,| CT + EA
Computer Networks,
Embedded Systems,
Formal Languages and
Automata.
Course 1 CO1:Understand the core principles behind CPS
Outcomes| ¢  c0O2: Identify safety specifications and critical properties
I CO03: Understand abstractiondgstem designs
1 CO4: Express preand posttonditions and invariants for CPS model.
Topics
Covered Unit 1 : What are Cyber - Physical Systems? [2 hours]

Cyber- Physical Systems (CPS) in the real world , Basic principles of design and
validation of CPS , Industry 4.0, AutoSAR, IIOT implications , Building
Automation, Medical CPS

Unit 2: CPS- Platform components [8 hours]

CPS HW platforms - Processors, Sensors, Actuators (2 hrs)
CPS Network - WirelessHart, CAN, Automotive Ethernet (4 hrs)
Scheduling Real Time CPS tasks (2 hrs)

Unit 3 : Principles of Dynmical Systems [4 hours]
Dynamical Systems and Stability , Controller Design Techniques , Performance
under Packet drop and Noise

Unit 4 : CPS implementation issues [10 hours]

From features to automotive so  ftware components, Mapping software
components to ECUs CPS Performance Analysis - effect of scheduling, bus
latency, sense and actuation faults on control performance, network
congestion , Building real -time networks for CPS

Unit5: Intelligent CPS [12 hours]

Safe Reinforcement Learning , Robot motion control , Autonomous Vehicle
Control Gaussian Process Learning , Smart Grid Demand Response , Building
Automation

Unit 6: Secure Deployment of CPS [12 hours]
Secure Task mapping and Partitioning , State estimation for attack detection
Automotive Case study : Vehicle ABS hacking , Power Distribution Case study :
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Attacks on SmartGrids
Text Text Books
Books,
and/or 7. Rajeev Alur, Principles of Cyber-Physical Systems, MIT Press,
reference
material 2015. .
8. E. A Lee and S. A Seshi a, A
CyberPhysi c al Systems Approacho,
9. T. D. Lewis ANetwork Science:
100P. Tabuada, AVeri fication and
appr oSprnpeeVerlag 2009.
11.C. Cassandras, S. Lafortune, A
Springer 2007.
12Constance Heitmeyer and Dino N
time computingo, Wi ley publish
Department of Computer Science dfnpineering
Course Code Title of the Program Core Total Number of contact hours Credit
course (PCR) / Electives | Lecture | Tutorial | Practical | Total
(PEL) (L) (T) (P) Hours
CSC-2003 | Advanced PCR 3 1 0 4 4
Computer
Architecture
Prerequisites Digital Logic design
Computer Organization
Computer Architecture
Course 1 CO1: To know about the classes of computers, and new trends and developmel
Outcomes computer architecture
T CO2: To acquire knowledge about the various architectural concepts that may b
applied to optimize and enhance the classical Von Neumann architecture into hi
performance computing systems.
1 CO3: To learn the basic design procedure for different levedarailelism.
I CO4: To learn the design issues relating to the architectural options.
i CO5: To know the challenges faced in the implementation of these high perform
system.
Topics UNIT 1. OVERVIEW OF VON NEUMANN ARCHITECTURE - Instruction set
Covered architecture; Arithmetic and Logic Unit, Control Unit, Memory and I/O devices

their interfacing to the CPWleasuring and reporting perfoance; CISC and RISt
processorsQrganization and function of components needed for a sipngleessor
design, Outline of the principles of instruction set design and demonstration wi
use of ARMVBA Instruction Set Architecturg¢l0]

UNIT 2: PIPELINING - Pipelining fundamentals, Linear and Nonlinear Pipeline
Processors, Arithmetic and insttion pipelining, Pipeline hazards, Case study of
Arm10 processor pipelin@gechniques for overcoming or reducing the effects of
various hazards, Superscalar and super pipelined and VLIW architeftQies.

UNIT 3: INSTRUCTION LEVEL PARALLELISM (ILP) - Concepts anc
challenges; Techniques for increasing HBPasic Compiler Techniques for exposil
ILP; Reducing Branch costs with prediction; Overcoming Data hazards
Dynamic scheduling; Hardwadgased speculation, Advanced Techniques
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instruction dévery and Speculation, Case studylbP concepts in the Corte>
A75, CortexA77, and CortexA55 processor$10]

UNIT 4: MULTIPROCESSORS ARCHITECTURES Taxonomy of parallel
architectures, Centralized shamm@mory architecture: Synchronization, Memc
consistency, Distributed sharatemory architecture, Interconnection networ
Topology, Different interconnection Networks, Routing Mechan[4:6].

UNIT 5: MEMORY HIERARCHY DESIGN - Memory hierarchy, Cach
Memory, Cache performance; Basic and Advanced optimizations of C
performance, Cache coherence, Cache coherence proioisop based an
Directory based protocols, Case study vdthrtexA9 procesor. [6]

UNIT 6: MULTICORE ARCHITECTURE - Multicore processors
Communication aspects, caebeherence protocols and memory consistel
Case study with Cortef55. [4]

UNIT 7: SPECIALIZED PROCESSOR ARCHITECTURES - Data flow
computers, Systolic architecturesg&tor processors, Graphics Processing U
(GPUs), Some cases studies &&M NEON, Scalable Vector Extensic
(SVE), Mali GPU G76, and Mali G774]

UNIT 8: SYSTEM ON CHIP i Application of variouscompuger architecture
concepts in modern day SoC2]

Text Books,
and/or
reference
material

Text Books:

1. Computer Architecture, A Quantitative ApproaicBohn L. Hennessey and David .
Patterson; 4th edition, Morgan Kaufmann.

2. Advanced Computer Architecture Parallelism, Scalability, Programabkilitgai
Hwang; Tata MeGraw Hill.

Reference Books:

1. Computer architecture and parallel proces$in¢pi Hwang and Fayé Alayé Brigg:
McGraw-Hill.

2. Parallel Computer Architecturé Hardware / Software ApproaéhDavid E. Culler,
Jaswinder Pal Singh, Anoop Gupta; Morgan Kaufman.

3. John Paul Shen and Mikko H. Lipasti, Modern Processor Design: Fundamen
Superscalar Processors, Tata McGidill:

4. M. J. Flynn, Computer Arctecture: Pipelined and Parallel Processor Design, Né
Publishing House.

5. Digital Design and Computer Architecture Arm Edition by Sarah L. Harri
David Money Harris

6.ARM Systemon-Chip Architectureby Steve B. Furber

7.Computer Organization anBesign, The Hardware/Software Interface A
Edition by David A. Patterson and John L. Hennesy

8. NPTEL/MOOC Course materials
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Department of Computer Science & Engineering

Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours

CSE90 Testing and PEL 3 0 0 3 3

Verification of

VLSI Circuits
Prerequisites Course Assessment methods (Continuous (CT) and end assessment (EA
Digital Electronics, CT+EA
Computer Organisation

Course
Outcomes

T CO1. To explain and exemplifppasic andadvanced concepts ofesting and
Verification of Digital Circuits

1 CO2: Tounderstand fault modeling and test generation

1 CO3:Tofully appreciatthe need for testability measures in the design stage of cir

 CO4: To understand the use of formal models for verification of the circuit specs

Topics
Covered

Introduction to VLSI testing and verification. Logic and Event Driven Simulation.
Models. (2)

Fault Modeling. Single Stuek Fault model. Fault Collapsing. Fault Equivalence. |
Domination. Checkpoint Theorem (5)

Fault Simulation. Serial, Parallel, Deductive and Concurrent.  (2)

Test Generation. Boolean Difference tded. DAlgorithm. PODEM. FAN. (5)
Testability Analysig2)

Design for Testability. Adhoc approaches. Scan based Design. Random Scan.
design. LSSD. SeHold FF. (5)

Built-in Self Test. Pseud®andom Pattern Generation. LFSR.  (5)

PLA Testing. (3)

Memory testing. (3)

Formal verification. System Model. Temporal logics. Model Checking. BDD. Sy,
Model Checking. Bounded Model Checking. (20)

Text Books, | Text Books

and/or 5. Essentials of Electronic Testifog Digital, Memory and Mixed Signal VLSI Circ
reference Bushnell and Agrawal. Kluwer Academic Publishers.
material 6. Digital Systems Testing and Testable Design. Abramovici et.al. Jaico Publica
7. Logic in Computer Science. Huth and Ryan. Cambridge University Press.
Reference Books
3. Model Checking. Clarke et. al. MIT Press.
4. VLSI Test Principles and Architectures. LT Wang et.al. Morgan Kaufman.
Department of Computer Science and Engineering
Course Title of the course | Program Core Total Number of contact hours Credit
Code (PCR)/ Lecture | Tutorial | Practical | Total
Electives (PEL) | (L) (T) (P) Hours
CSE Embedded PCR 3 0 0 3 3
90XX System Design
Prerequisites: Assessment
Prerequisites: Computer CA+ MT + ET[CA: 15%, MT:25%, ET: 60%
Organkation and Architecture
Course At the completion of this course students will be able to:
Outcomes | § CO1:Understand the concept of embedded system and the architecture of such syg
0 CO2:Understand the role of controller, timer and interfaces for embedded system
0 CO3:Design and analyzes the various scheduling algorithm and protocols for power
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efficient embedded system
0 CO4:Understand the concept of HBW partition and calesign principles
0 CO5:Understand the modeling and specificatiomimbedded system
Topics UNIT -I: Introduction to embedded system:- Challenges in Embedded System Des
Covered Processors: General Purpose and ASIPs Processor, Instruction Set Architecture: CISC &
instruction set architecture, Basic Embeddemcessor/Microcontroller Architecture, DS
Processors, PIC, designing a Single Purpose Processor, Optimization Issues, Introdl
FPGA, Behavior Synthesis on FPGA using VHDL.
(aoL)
UNIT -II : Sensors and Signals, Discretization of Signals and A/D Converter, Quanti
Noise, SNR and D/A Converter, Arduino Uno, I/O Devices: Timers and Coultatshdog
Timers, Interrupt Controllers, Serial Communication and Timer, Controller Design
Arduino
(aoL)
UNIT -lll: Power Aware Embedded System, SD and DD Algorithm, Parallel Operations
VLIW, Code Efficiency, DSP Application and Address Generatioit
(5L)
UNIT -1V : Real Time OS, RMS Algorithm, BBAIlgorithm and Resource Constraint Issue,
Priority Inversion and Priority Inheritance Protocol
(5L)
UNIT -V: Modelling and Specification, FSM, State chart and Statemate Semédpitagram
State Machines, SDL, Data Flow Model, Hardware Synthesis, Scheduling, Case study:
camera design
(7L)
UNIT -VI: HW-SW Patrtitioning, Optimization, Simulation, Formal Verification
(5L)
Text Books,| Text Books:
and/or 9. Embedded System Design: A Unified Hardware / Software Introdudfiamk
reference Vahid, Tony Givargis
material 10. Embedded Systemesign: Modeling, Synthesis and Verificatidh.D. Gajski, S.
Abdi, A. Gerstlauer, G. Schirner
Reference Books:
9. Embedded System DesigReter Marwedel
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